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Abstract
We examine the effects of quantitative easing (QE) on bank lending in the Eu-
rozone. QE has substantially increased central bank reserves held by commer-
cial banks and raised the volume of short-term wholesale deposits, which made
bank funding less stable. Because of Basel III regulation, large volumes of excess
reserves and short-term wholesale deposits curtail bank lending. We develop a
structural model incorporating imperfect competition in credit and deposit mar-
kets and regulatory costs that escalate as banks approach minimum requirements.
This framework allows us to quantify the cost of specific regulatory constraints and
assess how excess reserves contribute to regulatory costs. In France, QE increased
the marginal cost of long-term lending by 16 basis points in Q4 2021. Counter-
factual analysis indicates that maintaining reserves at their 2019 level of 2 trillion
euros instead of 4 trillion euros would have boosted aggregate bank lending by
approximately 5% in Q4 2021.
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1 Introduction
Over the last 15 years, the world’s major central banks engaged in large-scale asset pur-
chase programs (LSAP) – commonly known as quantitative easing (QE) – to stimulate
the economy. Initially seen as unconventional and temporary, QE has become a sta-
ple in monetary policy. Central banks buy bonds on the markets and pay by creating
reserves – central bank deposits only commercial banks can hold. Non-bank financial
institutions hold the vast majority of bonds.1 Because non-bank entities cannot hold
reserves directly, banks must intermediate the transactions, which increases their re-
serve balances. Consequently, commercial banks now hold vastly larger central bank
reserves. In the Eurozone, reserves expanded from around 160 billion euros in 2007 to
nearly 5 trillion euros in 2021, as depicted in Figure 1.

Despite the widespread adoption of QE, the impact of the resulting excess reserves
on banks’ lending behavior remains ambiguous. On the one hand, additional central
bank reserves may alleviate liquidity needs and encourage banks to lend more. On
the other hand, since the size and composition of the balance sheet are constrained by
regulatory limits on leverage, additional reserves might reduce available balance sheet
space for loans. Furthermore, QE increases the volume of short-term, wholesale de-
posits in the banking system, which deteriorates banks’ funding conditions by raising
the proportion of unstable liabilities. Thus, whether QE is expansionary or contrac-
tionary for bank lending remains an empirical question. This is the focus of this paper.

To address the underlying trade-offs, this paper develops a structural model that
incorporates imperfect competition in the credit and deposit markets and balance sheet
costs driven by regulatory constraints. This methodology allows us to quantify the cost
of specific regulations. We find that when interest rates are low, and banks operate near
their regulatory limits, regulatory costs become substantial. For instance, in Q4 2021 in
France, QE increased the marginal cost of long-term lending by up to 16 basis points,
representing 14% of the average charged interest rate. Moreover, the counterfactual
analysis suggests that if aggregate reserves had beenmaintained at their 2019 level of 2
trillion euros instead of 4 trillion euros in Q4 2021, aggregate bank lending would have
been approximately 5% higher.

Our empirical analysis requires us to overcome substantial data integration chal-
lenges. We meticulously combine multiple regulatory datasets, interest rate informa-
tion, and credit registry data from the Banque de France to construct a comprehensive
dataset of French bank balance sheets from 2013 to 2021. This effort involves bridg-
ing disparate sources to capture detailed information on various financial products,
including different types of loans and deposits. By hand-constructing this dataset, we

1Koijen et al., 2021 show that banks hold less than a third of bonds eligible for purchase in the euro
area.
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Figure 1: Central bank reserves in the Eurozone
In this figure, the solid line plots the aggregate quantity of central bank reserves in the Eurozone. The
area graph plots the quantity of securities the European Central Bank purchased as part of its asset
purchase programs.

Data from the ECB data platform.

gain access to the complete balance sheets of banks, along with the interest rates they
charge on loans and pay on deposits – providing a full picture of each bank’s financial
activities. This exceptional data quality is essential for accurately computing granular,
micro-level structural parameters.

Importantly, since the French banking system accounts for almost one-third of the
Eurozone banking sector, these high-quality estimates are likely representative of the
broader Eurozone banking landscape.2 Additionally, we compile a second dataset en-
compassing the 152 largest banks in the Eurozone by merging data from BankFocus,
the European BankingAuthority, and the ECB. Although less granular, this aggregated
dataset provides a comprehensive overview of the Eurozone banking sector. This en-
ables us to use our structural parameter estimates to compute counterfactuals at the
Eurozone level.

The model is at its core a Monti-Klein (Klein, 1971; Monti et al., 1972) model of
the banking industry. Banks choose an optimal portfolio of assets and liabilities to
maximize their return on equity, compete in the lending and deposit markets, and are
subject to regulatory constraints. They are financed using a combination of deposits,
wholesale funding, and equity, and they can invest in reserves, bank lending, and mar-
ketable securities. The banks have mean-variance preferences and choose their asset

2In 2021Q4, the total assets of French bankswere €8.5 trillion, while the total assets of Eurozone banks
were €27.9 trillion. https://www.ecb.europa.eu/press/pr/date/2022/html/ecb.pr220623~5a96b94bc7.
en.html
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portfolio in alignment with their risk aversion. A key innovation is that we model the
unobservable costs faced by the bank as a function of the regulatory environment. Our
comprehensive balance sheet data allows us to compute the regulatory ratios directly
using a set of regulatory weights. As it is costly for banks to fail to meet regulatory re-
quirements, and having a buffer is preferable, we model regulatory shadow costs that
grow when banks near their regulatory limits. Since we directly compute regulatory
ratios from observed data, we can quantify howmuch excess reserves contribute to the
cost of regulation. Crucially, in our model, reserves are tradeable at a cost on the inter-
bank market, with larger trades associated with higher transaction costs. These trans-
action costs can be interpreted as higher counterparty monitoring costs (Dell’Ariccia,
Laeven, & Marquez, 2014) or as the price pressure resulting from a larger order on the
market (Gârleanu & Pedersen, 2013).

The analysis starts by presenting reduced-form evidence that large quantities of re-
serves lead to a decline in lending volume. To address various endogeneity concerns,
we follow Khwaja and Mian, 2008, and include time-variant firm fixed effects. In addi-
tion, we develop a novel instrument for bank exposure to QE transactions that is predic-
tive of the quantity of reserves held by a bank. We find striking results: reduced-form
estimates suggest that up to 15% of bank credit provision to firms has been crowded
out by LSAP.

Next, estimation of the model proceeds in two steps. First, we use demand es-
timation techniques from the empirical industrial organization literature to estimate
demand functions for deposits and loans. This is non-trivial, as interest rates set by
banks respond endogenously to shifts in demand. To address this endogeneity, we in-
strument bank rates with bank-specific instruments, including granular IVs (Gabaix &
Koijen, 2024) andHausman instruments (Hausman, 1994; Nevo, 2001). In the demand
system we estimate, banks are multi-product firms that compete à la Bertrand on the
deposit and lending markets. Markets are imperfect, and banks exert market power.

Demand elasticity estimates allowus to recovermarkups thatweuse to infermarginal
costs. From the marginal costs, we can then estimate the cost function. We decompose
balance sheet costs into regulatory costs and portfolio risk. The former is a function of
how close the bank is tomeeting its regulatory ratios, while the latter takes the formof a
classic Markowitz (1952) variance-covariance matrix. Given that banks can freely sub-
stitute between balance sheet elements and adjust the size of their balance sheets, the
marginal benefit of assets has to be equal to the marginal cost of liabilities. This equi-
librium condition provides a set of moment equations that allows us to recover risk
aversion parameters and shadow costs of regulatory constraints for individual banks
using simple linear regression techniques.

Our structural model allows us to quantify the cost of each Basel III requirement,
specifically assessing how much excess reserves injected during LSAP contribute to
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these regulatory costs and how banks adjust their portfolios in response. Three regu-
latory constraints capture the essence of the frictions we are interested in. These con-
straints mandate that the following ratios remain above specified thresholds: the liq-
uidity coverage ratio (LCR), which measures the liquidity situation of the bank; the
leverage ratio (LEV), which measures the size of the balance sheet relative to the core
equity; and the net stable funding ratio (NSF), which ensures that the maturity pro-
file of assets and liabilities are aligned with no maturity mismatches. When a bank’s
holdings of reserves increase, both its liquidity and LCR ratio improve. However, this
also raises the bank’s leverage, which in turn deteriorates the LEV ratio. Additionally,
the high volume of wholesale deposits resulting from QE heightens the risk of liquid-
ity mismatches, negatively impacting the NSF ratio. As a result, banks face a trade-off
between liquidity, leverage, and stable funding, as reflected in the Basel ratios.

Our estimates show that when interest rates are low and balance sheets are con-
strained, the relative costs of regulation can get comparatively substantial. In 2020 and
2021, regulation represented most of the cost of providing credit. The contribution of
QE to the marginal cost of providing long-term lending amounted to 16 basis points
in Q4 2021 in France, when the interest rate on new mortgages or new corporate loans
was sitting around 1.15%.

We also show that the uneven distribution of reserves induced by LSAP has a sub-
stantial impact. As the system becomes saturated with excess reserves, banks find it
difficult to offload the reserves they’ve been allocated. The interbank market has insuf-
ficient borrowing capacity, as most banks are replete with liquidity. As such, regula-
tory costs are unevenly distributed: large banks – more exposed to QE transactions –
face a 40 basis point increase in their marginal cost of providing long-term loans, which
is equivalent to one-third of the charged interest rate.

Further, our model rationalizes the observed transactions on the interbank market:
net borrowers of reserves have a liquidity constraint that is tighter relative to their
leverage constraint than net lenders of reserves. In short, there are gains from trade.
Nonetheless, the aggregate potential for profitable trades decreases as the volume of
excess reserves increases.3

Finally, our model allows us to compute the counterfactual equilibrium under alter-
native policies. We evaluate the extent to which the 4 trillion euros in central bank re-
serves resulting from LSAP crowd out bank lending in equilibrium. This is achieved by
computing the equilibrium under reduced reserve levels. Specifically, we identify an
inverted-U-shaped relationship with a maximum lending output around 2 trillion eu-
ros of reserves in Q4 2021, where aggregate bank lending would have been 5% higher.

3Although we do not directly study this, there are also implications for financial stability. While the
aggregate amount of liquidity is large, it is unequally spread out. As the quantity of unstable wholesale
deposits increased considerably, it is unclear whether excess reserves make the banking system more
stable. See Acharya et al., 2023 for a discussion.
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1.1 Related literature:
Wemake several contributions to the literature. First, we directly incorporate the Basel
III regulatory framework into a structural model where banks compete for market
share. Our approach models regulatory requirements not as rigid constraints but as
costs that increase as banks get closer to minimum regulatory thresholds. This relates
to the novel strand of literature that applies structural estimation techniques from em-
pirical industrial organization (Berry, 1994; Nevo, 2001) to understand competition
and frictions. A few recent papers, such as Wang et al. (2022) and Diamond, Jiang,
andMa (2024), studymonetary policy in the U.S. via the lens of a structural model and
demand systems.4 Specifically, Wang et al. (2022) examines the relationship between
bank market power and the transmission of conventional monetary policy through the
response of loan rates to changes in the federal funds rate. They find that banks wield-
ing greater market power tend to be less willing to pass on policy rate adjustments to
loan rates. Diamond, Jiang, and Ma (2024) examine unconventional monetary policy
transmission and focus on the role of central bank reserves. Their results show that each
dollar of reserves reduces bank lending provision by 7.7 cents, which mitigates the ex-
pansionary impacts of unconventional monetary policy. While both aforementioned
papers discuss the impact of regulatory frictions in their analysis, our methodology
allows us to quantify the cost of specific regulatory constraints and how they interact
with unconventional monetary policy.

Second, our paper connects to the literature on European money markets after the
Global Financial Crisis (GFC) (Arrata et al., 2020; Ballensiefen, Ranaldo, & Winter-
berg, 2023; Bechtel et al., 2021; Eisenschmidt, Ma, & Zhang, 2024; Perignon, Thesmar,
& Vuillemey, 2018). We contribute to this strand of literature by showing that the de-
crease in volume in the unsecured interbank market and other money market trends
documented in prior works are linked to the increased supply of reserves. Further,
we show that the heterogeneous allocation of reserves leads to heterogeneous costs for
banks.

Third, to our knowledge, we are the first to structurally quantify the ”reserve supply
channel” in the Eurozone. While Diamond, Jiang, and Ma, 2024 shows that a surge in
reserves constrained bank lending in the US, quantification in the Eurozone is a partic-
ularly significant contribution, given the substantial institutional differences between
the US and European banking systems. For instance, the Eurozone lacks a reverse
repo facility, meaning that reserves cannot leave the banking system. Moreover, large
European banks are not subject to the Volcker Rule5 and typically do not have sepa-

4These tools have also been applied in the context of retail deposits (Egan, Hortaçsu, & Matvos,
2017)), insurance (Koijen & Yogo, 2016), corporate lending (Crawford, Pavanini, & Schivardi, 2018)
mortgages (Benetton, 2021; Buchak et al., 2018, 2024), shadow banks (Xiao, 2021), and digital banking
(Koont, 2023).

5The Volcker Rule, which refers to section 619 of the Dodd-Frank Wall Street Reform and Consumer
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rate investment banking and retail/commercial banking divisions. Consequently, they
can fund their asset portfolios through deposits and freely substitute between supply-
ing credit and investing in riskier assets such as bonds and stocks. Such substitution
between lending and financial market investments can have significant equilibrium ef-
fects since European banks hold more than 30% of corporate bonds and more than
35% of the sovereign bonds in the Eurozone (Koijen et al., 2021). Moreover, unlike
the Federal Reserve, the ECB implemented negative interest rates in the Eurozone as a
part of their unconventional monetary policy. Negative interest rates can increase the
cost borne by banks since the zero lower bound stops banks from passing the costs of
negative interest-bearing reserves and costly regulatory requirements onto their depos-
itors. This relates to the broader body of research investigating the effects of QE and
monetary policy transmission in the Eurozone. For examples of recent work, see, e.g.,
Bottero et al. (2022), Carpinelli and Crosignani (2021), Martins, Batista, and Ferreira-
Lopes (2019), Paludkiewicz (2021), and Peydró, Polo, and Sette (2021). As this liter-
ature is primarily non-structural, our structural approach complements prior work in
that we can provide counterfactual estimates of the impact of quantitative easing on
banks and its interaction with regulation.

Finally, our paper is connected to quantitative macro-finance literature that evalu-
ates the impact of capital requirements and other regulatory policies. Begenau and
Landvoigt (2022) and Corbae and Erasmo (2021) both develop models of the banking
system to study the quantitative impact of regulatory policies on bank risk-taking and
market structure. De Fiore et al. (2024) emphasize changes in money markets and col-
lateral policies. Our paper also ties into Walz (2024), which shows that unweighted
bank capital requirements, as measured by the leverage ratio, lead banks to shift away
from loans and into bonds when they are nearing their capital constraint. We con-
tribute to this literature by disentangling the effects of each of the main components
of Basel III regulation and analyzing their interactions with unconventional monetary
policy. Further, we estimate rather than calibrate all the parameters in our model.

Roadmap: The remainder of the paper is organized as follows. Section 2 describes
the framework of quantitative easing in the Eurozone and Basel III regulatory con-
straints. Section 3 briefly describes the data and provides descriptive statistics. Section
4 provides reduced form evidence of reserves crowding out bank lending using the
French credit registry data. Section 5 introduces the structural model and the empiri-
cal methodology. Section 6 presents the results. Section 7 presents the counterfactuals.
Section 8 concludes.
Protection Act of 2010, forbids US banks from funding their trading activity using deposits. Nothing
comparable exists in Europe. Further, the US banking industry has a history of separation of retail banks
and investment banks, starting with the Glass-Steagall Act of 1933, which still shapes the US banking
industry and regulatory framework today.
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2 Institutional framework
2.1 Asset purchase programs
Large-scale asset purchase (LSAP) programs or ”quantitative easing” (QE) is a non-
standard monetary policy measure intended to tackle deflationary pressures and stim-
ulate economic growth. The idea is the following: central banks should push asset
prices up during economic downturns and ensure price stability by purchasing assets
on the securities market. Additionally, LSAP should bolster credit through the inter-
est rate channel, especially when the policy rate remains constrained at the zero lower
bounds: As asset prices rise, interest rates decline, collateral value increases, stimulat-
ing the demand for credit.

An essential consequence of LSAP is the increased quantity of reserves held on bank
balance sheets. When the central bank buys an asset from a bank, the operation is akin
to an asset swap: the bank swaps some of its securities for reserves (see Table A1).
Alternatively, when the central bank buys an asset from a non-bank entity, as shown in
Table A2, the operation is expansionary: bank reserves and wholesale deposits grow.
As non-bank entities do not themselves hold reserve accounts at their national central
bank, banks have to intermediate the transaction. Roughly 80% of the QE transactions
initiated by the ECBwere with non-bank counterparties (Rogers, 2022). Appendix A.1
provides further details on the asset purchase process, and appendix A.2 highlights
how the increased quantity of reserves affected the interbank market.

While the impact of QE on asset prices is indisputable6, the overall impact of QE
on bank lending is debated. The literature estimates are, at best, small and often in-
significant. When significantly positive estimates are found, the effect of QE seems to
be stemming from portfolio or balance-sheet channels rather than from the pure as-
set price/interest rate channel 7. Indeed, while LSAP push down interest rates, they
starve banks of high-yield investment opportunities. Further, LSAP increase the sup-
ply of reserves, which has an ambiguous impact, and change the composition of the
bank balance sheets. Quantifying the impact of quantitative easing on lending is there-
fore challenging, particularly in disentangling these channels, yet such quantification
is essential to assess the effects of unconventional monetary policy. While a channel
might dominate for a given level of asset purchases, another can dominate in another
setting. Further, these channels can take time to build up: reserves induced by LSAP
might only crowd out lending once the banks run out of available balance sheet space.
As Isabel Schnabel, a Member of the ECB’s Executive Board, put it in a May 28, 2024

6Although its magnitude is subject to discussion, see Arrata et al. (2020), D’AVERNAS and Van-
deweyer (2023), Koijen et al. (2021), Paludkiewicz (2021), and Vayanos and Vila (2023)

7See Brunnermeier and Sannikov (2016), Paludkiewicz (2021), and Rodnyansky and Darmouni
(2017)
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speech8,

Even if asset purchases have quantifiable benefits, they also come with side effects.
These may be difficult to assess, as they can materialize with considerable delay.

Therefore, careful estimation of the impact ofQE on banks’ credit provision through
a structural model is necessary to address policy outcomes.

2.2 Bank regulation
Basel regulation is a key component driving the balance sheet cost of large excess re-
serves. The Basel III framework, announced in 2010, was developed by the Basel Com-
mittee on Banking Supervision (BCBS) to strengthen the banking sector’s regulation,
supervision, and risk management. The Basel III regulatory framework imposes sev-
eral requirements on banks to ensure their stability and resilience. These requirements
can be broadly categorized into capital requirements and liquidity requirements.

2.2.1 Capital Requirements

Capital regulations ensure that banks hold sufficient capital to absorb losses and re-
main solvent. There are two key capital requirements:

Common Equity Tier 1 Risk-Weighted Capital (CET1) Requirement: The CET1 ra-
tio requires banks with riskier assets to hold more capital. It is defined as follows.

CET1 Ratio = Common Equity Tier 1 Capital
Risk-Weighted Assets (RWA) > 𝛿CET1

where

• Common Equity Tier 1 Capital includes common stock and retained earnings.

• Risk-Weighted Assets (RWA) represent the total assets of the bank, weighted by
their riskiness; riskier assets receive higher weights.

• 𝛿CET1 is the minimum required CET1 ratio, set by regulators.

Leverage Ratio (LEV): The leverage ratio provides a non-risk-basedmeasure to limit
the overall size of the bank relative to its capital. It is defined as:

LEV = Tier 1 Capital
Total Exposure > 𝛿LEV

8ECB Press release 2024
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where:

• Total Exposure includes all assets recorded on the bank’s balance sheet and the
net credit risk exposures from off-balance sheet items. Importantly, it includes
central bank reserves.

• 𝛿LEV is the minimum required leverage ratio, which may vary between banks.
Systemically important banks (G-SIBs) are subject to higher requirements.

Both the CET1 and LEV requirements aim to ensure that banks can absorb sub-
stantial losses and remain solvent during periods of financial stress (Cecchetti & Anil,
2018).

2.2.2 Liquidity Requirements

In addition to capital adequacy, banks must also meet liquidity requirements to ensure
they can meet short-term and long-term obligations.

Liquidity Coverage Ratio (LCR) : The LCR ensures that banks have enough high-
quality liquid assets to survive a short-term liquidity stress scenario lasting 30 days. It
is defined as:

LCR = High-Quality Liquid Assets (HQLA)
Total Net Cash Outflows over 30 Days > 𝛿LCR

where:

• High-Quality Liquid Assets (HQLA) are assets that can be quickly converted
into cash with little or no loss of value. Central bank reserves, treasuries, or loans
to monetary and financial institutions are the main contributors.

• Total Net Cash Outflows represent the expected cash outflows minus inflows
during a 30-day stress period. Deposits of financial institutions and maturing
loans are the main contributors.

• 𝛿LCR is the minimum required LCR, set by regulators.

Net Stable Funding Ratio (NSFR): TheNSFR promotes resilience over a longer time
horizon by requiring banks to maintain a stable funding profile relative to the compo-
sition of their assets and off-balance-sheet activities. It is defined as:

NSFR = Available Stable Funding (ASF)
Required Stable Funding (RSF) > 𝛿NSFR

9



where:

• Available Stable Funding (ASF) measures the portion of a bank’s capital and
liabilities expected to be reliable over the one-year time horizon. Equity, demand
deposits from households, deposits of small and medium enterprises, and term
deposits are the main components of ASF.

• Required Stable Funding (RSF) reflects the volume of assets that could hardly
be monetized over an extended stress period lasting several months. Assets that
are less liquid or have longer maturities have higher weights. Tangible assets and
loans are the main contributors to RSF.

• 𝛿NSFR is the minimum required NSFR, set by regulators.

The LCR and NSFR are complementary measures: LCR focuses on short-term liq-
uidity, ensuring banks canmeet outflows during acute stress over 30 days, while NSFR
addresses longer-term stability, promoting funding structures that reduce the risk of
future funding stress over a one-year horizon. We describe at the end of the next sec-
tion how we compute the ratios ourselves from available balance sheet data, in line
with prior work such as Sundaresan and Xiao (2024) or Hong, Huang, and Wu (2014).

A common characteristic of Basel III regulatory requirements is that they are de-
fined as ratios involving weighted sums of banks’ assets and liabilities. This structure
lends itself to being modeled as an optimization problem under constraints, as high-
lighted by Fraisse, Lé, and Thesmar (2020). In our approach, we leverage this character-
istic tomodel the bank’s cost function, incorporating the regulatory ratios as constraints
that influence banks’ portfolio choices.

3 Data
We gather data from three primary sources. We obtain the aggregate series to generate
illustrative figures and calculate summary statistics from the European Central Bank
(ECB) Data Warehouse. This source provides comprehensive macroeconomic and fi-
nancial data essential for our initial analysis and visualization. The estimation of the
structural parameters relies on highly granular regulatory data provided by the Banque
de France9. These high-quality regulatory datasets are crucial to accurately modeling
the French banking sector and estimating the elasticity of demand for deposits and
loans. We obtain balance sheet data at the European level from the Bureau van Dijk
BankFocus and Orbis databases. While these datasets are less granular, their extensive

9We extend our gratitude to the Banque de France for granting us access to their data through the
secured CASD data management service. The views expressed herein are those of the authors and do
not necessarily reflect those of Banque de France.
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coverage across multiple European banks allows us to compute policy counterfactuals
for the entire Eurozone.

We describe the data collection process in detail in the appendix section F and pro-
vide a summary below.

3.1 Data collection
TheBanquede France has provideduswith several key regulatory datasets. All datasets
are anonymized by the Banque de France, and the last period of observation is Q4 2021.
Data collection starts in Q1 2013 for two main reasons: First, this ensures that we have
data points in every dataset provided by the Banque de France for the whole period.
Second, this start date is just before Basel III regulation was released. At this point
in time, the specifics of the regulation were common knowledge, and it seems reason-
able to assume that banks were forward-looking enough to start considering Basel III
regulation in their decision-making. Such an assumption is crucial for our empirical
setup.

Our reduced-form analysis is based on Banque de France’s credit registry, a quar-
terly dataset that records any credit exposure to non-financial corporations above 25,000
euros. To reconstruct the detailed balance sheets necessary for our structural estima-
tion, we merge various regulatory datasets from the Banque de France: quarterly bal-
ance sheet data, monthly data on the volumes and rates for different deposits and loan
categories for non-financial corporations and households, and detailed securities hold-
ings data. We aggregate the data items into 13 mutually exclusive categories on the as-
set side and 13 mutually exclusive categories on the liability side to recover a granular
balance sheet. These categories are presented in the Appendix. We exclude off-balance
sheet positions from the analysis. When the bank-level rates are not available, we re-
cover market-level rates using ECB data.10 Additionally, we utilize securities holding
statistics to gauge the share of balance sheet expanding QE transactions – where non-
banks are the counterparty to the central bank – and find results in line with Rogers
(2022). Our counterfactuals are computed using Bureau van Dijk’s BankFocus data,
which provides aggregated balance sheet data for European banks at the yearly level.
To avoid consolidation issues and ensure consistent data quality, we focus on the 152
most important banks in the Eurozone, which we define as any bank that has taken
part in the European Banking Authority’s stress tests between 2014 and 2023.11

10That corresponds to an assumption of treating banks as price-takers in these markets.
11123 banks took part in the 2014 stress test, while in the latter years, the number of bankswas generally

around 50, at which point they covered about 70% of EU bank assets. The total sample covers around
85% of total bank assets in the Eurozone and includes all G-SII and O-SII banks.
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3.2 Basel III ratios inference
We face three difficulties in observing regulatory ratios: The regulatory ratios are not
always publicly available – especially at a quarterly level; the Banque de France data
is anonymized and doesn’t allow us to match the observed ratios to the banks in our
sample, and the CET1 ratio is computed using internal models, which might hamper
comparability across banks. Therefore, we follow Hong, Huang, and Wu (2014) and
Sundaresan and Xiao (2024) and replicate the regulatory ratios using information from
publicly available documentation, andgulations, as well as European Commission and
EBA guidelines. To the best of our knowledge, this paper is the first to replicate all four
Basel III regulatory ratios for the whole European banking sector.

Wemanually derived the regulatoryweights by thoroughly reviewing Basel III doc-
umentation. When regulation was more granular than our dataset, we made specific
assumptions about the breakdown of our balance sheet items using aggregate statis-
tics provided by the European Banking Authority (EBA). The assumptions required to
compute the ratios are listed in Table A7, and we list the regulatory weights in Tables
A8 to A10. Table 1 presents the result of an OLS regression of the true observed ratios
(as reported) on our imputed ratios using the BankFocus data. The high goodness-of-
fit and coefficients hovering around 1 vindicates our methodology. When using the
French regulatory data, we have access to a more granular decomposition of items,
which allows us to compute the ratios with improved precision. If anything, we expect
our imputed ratios to be closer to reality when using the Banque de France dataset.

Dependent variable: LCR NSFR CET1 LEV
imputed LCR ratio 1.02∗∗∗

(0.03)

imputed NSF ratio 0.93∗∗∗
(0.01)

imputed CET1 ratio 1.09∗∗∗
(0.02)

imputed LEV ratio 0.87∗∗∗
(0.01)

Observations 499 300 714 508
Adjusted R2 0.65 0.98 0.80 0.92
Residual Std. Error 1.31 (DF=498) 0.17 (DF=299) 0.08 (DF=713) 0.02 (DF=507)
F Statistic 923∗∗∗ 15,239∗∗∗ 2,917∗∗∗ 5,980∗∗∗
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

The regression is run without an intercept.

Table 1: Regression of reported regulatory ratios on imputed regulatory ratios
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4 Reduced form analysis
In this section, we provide reduced-form estimates of the impact of reserves on bank
lending. Analyzing the impact of reserves immediately leaves us with two potential
endogeneity issues. Banks that hold significant reserves may serve different clientele
compared to those that do not. Specifically, larger banks, which are more likely to
hold increased reserves, tend to be affiliated with larger firms. If large firms respond
differently to the economic crises that prompted asset purchases, this might muddle
our estimates. Second, reserves are issued when monetary policy is at its most expan-
sionary, and the economy is at risk of recession. Therefore, it is extremely difficult to
gauge whether any change in credit issuance is due to reserves, expansionary mon-
etary policy, or poor economic conditions. To mitigate these endogeneity issues, we
adopt amethodology spearheaded by Khwaja andMian (2008), that compares lending
growth across different banks serving the same firm. Firm-year fixed effects neutralize
the firm-specific and year-specific variation: the identifying variation that is left must
be the bank-specific element.

We can run such a research design using the French credit registry, which contains
information regarding the borrowing firm, the credit, and the lending bank.12 The
breadth of the dataset, including more than 100 million observations, allows us to pro-
vide robust estimates even though we cancel most of the firm-level variation.

In the remainder of this section, we denote banks by 𝑖, firms by 𝑗, and time by 𝑡.
Our dependent variable is the growth rate of credit, which we define in two different
ways. The first difference credit growth rate,

Credit growth rate (FD) : 𝑌 Δ𝑖𝑗𝑡 = Δ𝑡,𝑡−1 log(Credit Outstanding𝑖𝑗𝑡)
measures the change in the credit provided in a specific bank-firm relationship. It

requires the bank-firm relationship to exist in both period 𝑡 and 𝑡 − 1 to be computed,
and can be thought of as the intensive margin. Therefore, it neglects the creation of
new relationships as well as the termination of existing ones. The mid-point growth
rate,

Mid-point growth : 𝑌 𝑀𝑖𝑗𝑡 = 2 ⋅ Credit Outstanding𝑖𝑗𝑡−Credit Outstanding𝑖𝑗𝑡−1
Credit Outstanding𝑖𝑗𝑡+Credit Outstanding𝑖𝑗𝑡−1

measures the average growth over the period by taking the mid-point as the basis
for calculation. It has the advantage of accounting for both the extensive and the in-
tensive margins (Davis & Haltiwanger, 1992), as it allows for observations where the
credit outstanding is zero at 𝑡 or 𝑡 − 1.

12The bank identifiers let us match this dataset with bank balance-sheet data.
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Our main regression equation takes the following form:𝑌𝑖𝑗𝑡 = 𝛼𝑅𝑒𝑠𝑗𝑡 + 𝛽𝑍𝑗𝑡 + 𝐹𝐸𝑖𝑡 + 𝜖𝑖𝑗𝑡 (4.1)

Where 𝑅𝑒𝑠𝑗,𝑡 is a measure of reserves of bank 𝑗, 𝑍𝑗𝑡 is a vector of bank-level controls,
and we add a firm-year fixed effect. Table 2 shows the outcome of a quarter-by-quarter
regression of the quarterly growth of credit on the reserves over the 2013-2021 period.
These estimates are economically significant. Over the period, the quantity of reserves
held on the aggregate bank balance sheet increased twenty-fold between 2014 and 2022,
which amounts to a rough 18% of quarterly growth on average. Therefore, even though
the coefficients imply as little as a .2 basis points decrease in quarterly lending per
percent increase in reserves, this amounts to a quarterly lending growth that is 3.6
basis points lower. Over 48 quarters, this compounds to a 2% decrease in aggregate
credit volume.

Dependent Variable: Growth rate (FD) Mid-point growth
Variables
Reserve Share𝑡−1 -0.019 -0.054∗∗

(0.023) (0.024)Δ Reserves -0.001∗∗∗ -0.002∗∗
(.0003) (0.001)

Total Assets𝑡−1 0.9 1.2∗∗ 1.9 1.1
(0.7) (0.5) (1.4) (1.2)

Firm-Year FE Yes Yes Yes Yes
Observations 21,021,804 20,478,873 24,649,298 23,999,864
R2 0.55 0.56 0.79 0.79
Within R2 1.92 × 10−5 4.43 × 10−5 4.22 × 10−5 3.51 × 10−5
Clustered at the bank-level standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

Table 2: Quarterly credit growth: Intensive vs extensive margin regressions
Period: 2013–2021.
Reserve Share measures the share of assets that is occupied by reserves at the end of the quarter.Δ Reserves measures the growth in reserves from quarter 𝑡 − 1 to quarter 𝑡. Total Assets denote the
thousandth of the log total assets of the lending bank. Estimates are displayed in percentage points,
that is a 100% increase in the total quantity of reserves leads to a 0.1% to 0.2% decrease in the
quarterly growth rate of credit.

The estimates on the second row of Table 2 suggest figures that are even higher. The
share of reserves on the aggregate bank balance sheet peaked around 13% of total bank
assets in late 2020, as illustrated in Figure A5. A back-of-the-envelope calculation from
the estimates presented in Table 2 hints at a 0.6% reduction in quarterly credit growth
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under those conditions. If we compute the loss in credit provision implied by these
estimates by multiplying the estimate by the aggregate reserve share for each quarter
and then compounding these numbers, we get an approximation of 17%.

Nonetheless, the regression results presented in Table 2 have several limitations.
First, the impact of an increase in reserves may become more pronounced when re-
serves are already abundant in the banking system. Second, our quarter-by-quarter
estimationmethodology kills most of the identifying variationwhile retaining substan-
tial noise —short-run variations in credit are probably poorly correlated with reserves.
To address these issues, we split our sample into two periods of interest and ran our
regression over the whole period. That is, we take the growth rate between the first
quarter of the period and the last quarter of the period, ignoring the intermediate ob-
servations. The first period of interest is the 2015Q1-2018Q2QE episode, which saw the
continuous purchase of securities by the ECB as a part of its asset purchase programs.
The quantity of reserves in the banking system increased sevenfold during the inter-
val. In 2018, it was decided that the net bond purchases would wind down and then
stop. The bonds would be ultimately left to mature after a maintenance period, during
which the net purchases—and therefore the net reserve injections—were set to be zero.
However, before the end of the maintenance period, two crises hit the financial system.
The September 2019 repo crisis and the COVID-19 pandemic fromMarch 2020 onwards
led to a resumption of net purchases that led to a skyrocketing of excess liquidity from
1.5 trillion euros to more than 4.5 trillion euros at its October 2022 peak. As our dataset
ends in late 2021, the second period of interest is defined as 2019Q4-2021Q4.

The regression results presented in Table 3a fail to reject the null hypothesis of no
effect of reserves on lending during the 2015–2018 QE episode. In contrast, the results
presented in Table 3b strongly reject the null in the period 2019–2021: reserves neg-
atively impacted lending. This suggests that reserves were not hindering lending at
first, which is in line with early reports on the effect of large excess reserves on lend-
ing (Kashyap & Stein, 2012; Martin et al., 2019). Remember that the estimation setup
ensures that only the relative differences between banks matter. In other words, we
cannot attribute the difference in estimates to the different economic climates.

A back-of-the-envelope calculation13 suggests that the loss in credit provision due
to the 3 trillion euro increase in reserves in 2020–2021 could range between 10% and
15% of aggregate credit. This represents 500 to 750 billion euros of missing loans for
non-financial corporations alone. However, this estimate likely represents an upper
bound: the locally linear nature of the regression, combinedwith potential equilibrium
effects14, which means we may be overestimating the actual equilibrium impact.

13Namely, taking the increase in reserve share Δ𝑅 over the period andmultiplying it by the estimated
coefficient on reserve share 𝛽Δ𝑅, that is 𝐿𝑜𝑠𝑠 = 𝛽Δ𝑅Δ𝑅.

14That is, while large reserve banks might reduce lending, other banks might increase lending.
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Dpdt Variable: Growth rate (FD) Mid-point growth
Variables
ResShare𝑡−1 -0.18 -0.13

(0.53) (0.27)Δ Reserves 0.007 -0.000
(0.022) (0.012)

MidResShare -0.72 -0.46
(0.56) (0.30)

Firm FE Yes Yes Yes Yes Yes Yes
Fit statistics
Observations 523,681 482,947 483,256 578,294 534,319 534,658
R2 0.75 0.79 0.79 0.71 0.73 0.73
Within R2 3.2 × 10−3 2.3 × 10−4 5.5 × 10−4 1.4 × 10−3 2.2 × 10−6 3.8 × 10−4
Clustered at the bank-level standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

(a) 2015Q1-2018Q2 Event Study

Dpdt Variable: Growth rate (FD) Mid-point growth
Variables
ResShare𝑡−1 -1.60 -0.67

(1.06) (0.41)Δ Reserves -0.046∗∗∗ -0.027∗∗∗
(0.012) (0.007)

MidResShare -2.02∗∗ -0.86∗∗
(0.92) (0.36)

Firm FE Yes Yes Yes Yes Yes Yes
Fit statistics
Observations 553,157 482,690 483,249 595,401 519,213 519,816
R2 0.76 0.77 0.77 0.72 0.74 0.73
Within R2 0.006 0.008 0.012 0.004 0.008 0.007
Clustered at the bank-level standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

(b) 2019Q4-2021Q4 Event Study

Table 3: Event study regression
The dependent variable is the observed growth rate of credit between the beginning and the end of
the event study period.
Period:The first study period is 2015Q1–2018Q2, the initial bout of quantitative easing by the ECB. The
second period is 2019Q4–2021Q4, the most recent bout of QE.
Reserve Share measures the share of assets that is occupied by reserves at the end of the quarter.Δ Reserves measures the growth rate of reserves from the beginning of the period to the end of the
period. ResShare𝑡−1 denotes the reserve share at the beginning of the period. MidResShare denotes
the midpoint of the reserve share of the balance sheet between the end-of-period share and the
beginning-of-period share.
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There is, however, a concern over the endogeneity of reserves. While reduced-form
evidence is indicative that reserves crowd out loans, it could also be that banks with lit-
tle lending capacity are more likely to willingly take up reserves as a kind of substitute
investment. Indeed, since reserves are riskless assets and thus excluded from stable
funding requirements, they provide liquid coverage for cash outflows and generally
decrease the risk of the bank’s portfolio.

To alleviate this concern, we next run a regression where we instrument for the
growth of reserves using the share of the balance sheet occupied by financial clientele
in the first quarter of 2014. The instruments are plausibly exogenous for two reasons.

First, as highlighted in Section 2, banks that have financial institutions as clients are
exposed to quasi-exogenous15 increases in the quantity of reserves held on their balance
sheet as they have to intermediate QE transactions. Refusing a transaction from one of
these financial clients could strain the banking relationship, which makes it unlikely
that banks actively manage the transactions of the financial institutions they serve.

Second, the first of the series of quantitative easing announcements by the ECB
happened in October 2014, so the financial clientele couldn’t adjust to the prospect of
quantitative easing.

Dependent Variable: Reserve Share𝑡−1 Δ Reserve Share Δ Reserves
Model: (1) (2) (3)
Variables
Financial Loans -0.87∗∗∗ -0.31∗∗∗ -22.5∗∗∗

(0.06) (0.05) (2.2)
Financial Deposits 0.46∗∗∗ -0.08∗∗∗ 2.7∗∗∗

(0.08) (0.02) (0.7)
FinL× FinD 40.6∗∗∗ 39.4∗∗∗ 1,245∗∗∗

(3.3) (2.6) (111)
Fit statistics
Observations 866,202 866,202 866,202
Adjusted R2 0.26 0.19 0.06
Within R2 0.26 0.19 0.06

Table 4: IV First Stage
This table describes the first stage of the IV estimation.
Reserve Share𝑡−1 denotes the share of assets occupied by reserves in 2019Q4. Δ Reserve Share
measures the difference in the share of the balance sheet occupied by reserves in 2021Q4 and the share
of the balance sheet occupied by reserves in 2019 Q4. Δ Reserves denote the growth rate of reserves on
the balance sheet of the bank between 2019Q4 and 2021Q4. Financial loans (deposits) refers to the
share of the balance sheet occupied by loans to (deposits by) financial corporations in 2014Q1. As QE
was announced later in 2014, these variables are plausibly exogenous.

15See Table A2.
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The relevance of using financial clientele as an instrument is highlighted in Table 4.
Financial clientele is a strong predictor of the quantity of reserves on the balance sheet,
and the coefficients behave as expected: overall, financial clientele increases the volume
of reserves, but greater exposure to financial loans leads to lower relative reserves. This
is because the funds obtained through loans can be used by clients to make payments,
which are then settled with other banks using reserves.

Table 5 presents the results of the instrumented regression. Column 4 shows that a
1% increase in the share of reserves on the balance sheet of a bank leads to a 3.38% drop
in credit growth. Importantly, the IV regressions coefficients in Table 5 are larger than
those in the OLS regressions, which implies that—if anything—ignoring the poten-
tial endogeneity of central bank reserves leads to a downward bias in point estimates.
Additionally, the quantity of reserves at the beginning of the period also reduces the
lending volume. Reserves have both a stock effect and a flow effect on credit.

Dependent Variable: Credit growth (FD) Mid-point growth
Model: Base IV Base IV
Variables
Reserve Share𝑡−1 -0.84 -2.68∗ -0.30 -1.45∗

(0.65) (1.38) (0.22) (0.77)Δ Reserve Share -2.44∗∗∗ -5.62∗ -1.47∗∗∗ -3.38∗∗
(0.44) (2.88) (0.21) (1.54)

Total Assets𝑡−1 0.15∗∗∗ 0.22∗∗∗ 0.08∗∗∗ 0.13∗∗∗
(0.02) (0.06) (0.01) (0.03)

Firm fixed-effects Yes Yes Yes Yes
Fit statistics
Observations 807,218 807,218 866,202 866,202
R2 0.68 0.68 0.65 0.64
Within R2 0.017 0.019
IV tests
Wu-Hausman / 185.2 / 244.7
Clustered at the bank level standard-errors in parentheses

Table 5: 2019Q4-2021Q4 IV Regression
Reserve Share measures the share of assets that is occupied by reserves at the end of the quarter.Δ Reserve Share measures the difference in the share of the balance sheet occupied by reserves in
2021Q4 and the share of the balance sheet occupied by reserves un 2019 Q4. Total Assets are the log
total assets of the lending bank in 2019Q4.

Now that we have established a plausibly causal impact of reserves on lending, we
present the main contribution of our paper: the structural model and associated quan-
tification exercise of the equilibrium effects of reserves.
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5 Model
We develop a model of the banking industry that extends the traditional Monti et al.
(1972)–Klein (1971) framework by incorporating regulatory constraints and imperfect
competition. Banks optimize their portfolios of assets and liabilities to maximize ex-
pected returns while considering risks and regulatory costs.

5.1 Overview
An overview of the model is provided in Figure 2. We model loans and deposits as
imperfect markets with horizontally differentiated products. We consider firms and
households to be separate markets. Banks can offer multiple products16. For instance,
they potentially offer both demand deposits and time deposits to their customers in the
same market.

Figure 2: Model of the banking industry
Red, dashed frames highlight the exogenous parameters that we vary in our counterfactual scenarios.

Two key frictions are present in the model:

1. Regulatory constraints: Banks face regulatory requirements that induce shadow
costs.

2. Fixed equity: Banks cannot adjust their equity in the short run. For the purpose
of our model, we assume that equity remains fixed during a given period.

Additionally, banks must fund their assets through liabilities: The balance sheet
must clear.

16See Nevo (2001) for a seminal discussion of demand markets with multi-product firms.
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5.2 Balance-sheet of the bank
A bank 𝑖 is endowed with equity 𝐸𝑖 and an initial allocation of reserves 𝑄𝑖,𝑅. It invests
in a diversified portfolio of financial assets, including loans, bonds, and equity instru-
ments, with the investment quantities in each category represented by the vector X𝑖,𝐴
of dimension 𝒥𝐴. To finance these investments, the bank issues liabilities, represented
by the vector X𝑖,𝐿 of dimension 𝒥𝐿. These liabilities include various types of deposits,
wholesale funding sources, and other forms of non-equity financing. The bank pays
interest on its liabilities, with the rates stacked in the vector R𝑖,𝐿. The specific items
included in X𝑖,𝐴 and X𝑖,𝐿 are detailed in Appendix F.

Balance-sheet constraint: Total assets equal total liabilities17 :

1′X𝑖,𝐴 + 𝑄𝑖,𝑅 = 1′X𝑖,𝐿 + 𝐸𝑖.
5.3 Interbank market
The bank can lend or borrow reserves on the interbank market18, adjusting its reserve
holdings by Δ𝑄𝑖,𝑅, resulting in a final reserve position 𝑄𝑖,𝑅 + Δ𝑄𝑖,𝑅. Across all banks,
the interbank market clears: ∑𝑖 Δ𝑄𝑖,𝑅 = 0.

Transacting reserves in the interbank market incurs costs. We follow the litera-
ture (Dell’Ariccia, Laeven, & Marquez, 2014; Gârleanu & Pedersen, 2013) and model
quadratic costs for transacting an amount |Δ𝑄𝑖,𝑅|:

Trading costs(|Δ𝑄𝑖,𝑅|) = 12 𝜑𝐸𝑖 (Δ𝑄𝑖,𝑅)2 (5.2)𝜑 is a parameter–common to all banks–that measures the overall cost of trading in
the interbank market. We scale this parameter by the equity endowment 𝐸𝑖 to reflect
that larger banks face lower marginal costs due to a broader network of counterparties.

We assume that reserves that are not traded earn the deposit facility rate 𝑅𝐷𝐹 , while
the reserves traded on the interbank market earn the interbank rate 𝑅𝐼𝑇 𝐵.

Therefore, the net return on transacting an amount Δ𝑄𝑖,𝑅 on the interbank market
is: Δ𝑄𝑖,𝑅(𝑅𝐷𝐹 − 𝑅𝐼𝑇 𝐵) − 12 𝜑𝐸𝑖 (Δ𝑄𝑖,𝑅)2

171 denotes a vector of ones with appropriate dimensions.
18Note that borrowing or lending reserves involves the creation of a corresponding claim, which

means that this does not affect the balance sheet constraint, as highlighted in appendix B
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5.4 Regulation
Banks are subject to Basel III regulatory constraints. These regulatory requirements
were introduced in section 2. As pointed out in Fraisse, Lé, and Thesmar (2020), it is
helpful to note that these requirements can be expressed as linear constraints. Indeed,
recall that any regulatory constraint 𝑘 requires that a ratio stays above a given thresh-
old 𝑠𝑘. The contribution of any balance-sheet item 𝑥𝑖𝑗 to ratio 𝑘 is determined by its
regulatory weights 𝜔num𝑗𝑘 and 𝜔den𝑗𝑘 , which indicate the item’s impact on the numerator
and denominator of the ratio, respectively. The regulatory constraint can be expressed
as: ∑𝑗 𝜔num𝑗𝑘 𝑥𝑖𝑗∑𝑗 𝜔den𝑗𝑘 𝑥𝑖𝑗 ≥ 𝑠𝑘

We can rearrange this inequality into a standard linear constraint. Multiplying both
sides by the denominator and bringing all terms to one side, we get:

𝑠𝑘 ∑𝑗 𝜔den𝑗𝑘 𝑥𝑖𝑗 − ∑𝑗 𝜔num𝑗𝑘 𝑥𝑖𝑗 ≤ 0. (5.3)

Define the combined weight 𝜔𝑗𝑘 = 𝑠𝑘𝜔den𝑗𝑘 − 𝜔num𝑗𝑘 . The constraint rewrites:∑𝑗 𝜔𝑗𝑘𝑥𝑖𝑗 ≤ 0 (5.4)

If we define the vector X𝑖 that bundles all of the elements of the balance sheet to-
gether, X𝑖 = (𝑄𝑖,𝑅, Δ𝑄𝑖,𝑅,X′𝑖,𝐴, 𝐸𝑖,X′𝑖,𝐿)′, and set 𝜔𝑘 = (𝜔1𝑘, ..., 𝜔{2+𝒥𝐴+𝒥𝐿}𝑘)′, the
constraint rewrites further as 𝜔𝑘X𝑖 ≤ 0.
5.5 Preferences and bank problem
Banks havemean-variance preferences with a risk aversion parameter 𝛾𝑖𝐸𝑖 inversely pro-
portional to their equity endowment19. In other words, banks aim to maximize their
expected profits while accounting for risk.

Therefore, the bank solves the following portfolio optimization problem:
19Scaling by bank’s equity (i.e net wealth) yields an interpretation of 𝛾𝑖 as the constant relative risk

aversion coefficient (CRRA).
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max
X𝑖,𝐴,X𝑖,𝐿,Δ𝑄𝑖,𝑅 R′𝑖,𝐴X𝑖,𝐴 −R′𝑖,𝐿X𝑖,𝐿 − Δ𝑄𝑖,𝑅(𝑅𝐼𝑇 𝐵 − 𝑅𝐷𝐹 ) − 12 𝜑𝐸𝑖 (Δ𝑄𝑖,𝑅)2 − 12 𝛾𝑖𝐸𝑖X′𝑖ΣX𝑖

s.t. 1′X𝑖,𝐴 + 𝑄𝑖,𝑅 = 1′X𝑖,𝐿 + 𝐸𝑖 (Balance Sheet Equality) (5.5)𝜔′𝑘X𝑖 ≤ 0, ∀𝑘 (Regulatory Constraints) (5.6)

We solve a simplified version of this model in appendix B. In the next section, we
present a more empirically grounded refinement of the maximization problem that is
still in the spirit of this theoretical formulation.

5.6 Soft constraints
We generalize the optimization problem by allowing for soft constraints. While, in the-
ory, regulatory requirements can be seen as amaximization under constraints problem,
regulatory ratios are unlikely to bind exactly in practice. Further, the all-or-nothing na-
ture of shadow costs is questionable: markets and regulators alike punish banks that
get close to theminimum ratios. Stress tests require banks to have a suitable buffer, and
investors will shy away from banks that look riskier than their counterparts. On the
other hand, not meeting a given ratio is not an immediate death sentence. Indeed, a
substantial share of banks fail to meet some of their regulatory requirements. Another
way to rationalize soft constraints is in the context of a dynamic problem. If a bank has
to stay above a minimum requirement and face exogenous, unpredictable shocks each
period, it will internalize the costs of staying too close to the minimum. It will try to
maintain an optimal buffer. Thus, we model regulatory costs Λ as a decreasing func-
tion of how comfortably a bank exceeds its regulatory ratios. We consider that banks
internalize the cost of the constraints and adjust their portfolio of assets and liabilities
accordingly. By observing banks’ portfolios and knowing the regulatory weights, we
can infer the shadow costs associated with regulatory constraints.
Banks face the following problem:

max
X𝑖,𝐴,X𝑖,𝐿,Δ𝑄𝑖,𝑅 X′𝑖,𝐴R𝑖,𝐴 −X′𝑖,𝐿R𝑖,𝐿 − Δ𝑄𝑖,𝑅(𝑅𝐼𝑇 𝐵 − 𝑅𝐷𝐹 )⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Net return on balance sheet positions

−𝒞𝑖(Δ𝑄𝑖,𝑅,X𝑖,𝐴,X𝑖,𝐿)
𝑠.𝑡. 1′X𝑖,𝐴 + 𝑄𝑖,𝑅 = 1′X𝑖,𝐿 + 𝐸𝑖⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Assets = Liabilities𝑤𝑖𝑡ℎ 𝒞𝑖(Δ𝑄𝑖,𝑅,X𝑖) = 12 𝜑𝐸𝑖 (Δ𝑄𝑖,𝑅)2⏟⏟⏟⏟⏟⏟⏟
Trading cost

+ 12 𝛾𝐸𝑖X′𝑖ΣX𝑖⏟⏟⏟⏟⏟
Risk

+ ∑𝑘 𝜆𝑖𝑘𝜔′𝑘X𝑖⏟⏟⏟⏟⏟
Shadow cost of regulation
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𝜆𝑖,𝑘20 are allowed to be a smooth function of X𝑖; that is 𝜆𝑖,𝑘 = 𝜆𝑘(X𝑖). The interest
rates for assets and liabilities are allowed to be functions of their respective quantities;
R𝑖,𝐴 = R𝑖,𝐴(X𝑖,𝐴), R𝑖,𝐿 = R𝑖,𝐿(X𝑖,𝐿).
5.7 First order conditions:
The problem yields two sets of first-order conditions. Let us denote as 𝒥 the set of
all balance sheet items and the position of bank 𝑖 in item 𝑗 at time 𝑡 as 𝑥𝑖𝑗𝑡. The first
set of first-order conditions drives the allocation of assets, barring reserves, and boils
down to one equation. The second first-order condition drives the optimal quantity of
reserves21.

𝑅𝑖𝑗(𝑥𝑖𝑗𝑡) + 𝜕𝑅𝑖(𝑥𝑖𝑗𝑡)𝑥𝑖𝑗𝑡𝜕𝑥𝑖𝑗𝑡 = 𝛾𝑖𝐸𝑖 ∑𝑚∈𝒥 𝜎𝑗𝑚𝑥𝑖𝑚𝑡 + ∑𝑘 (𝜆𝑖𝑘𝑡 + 𝑥𝑖𝑗𝑡 𝜕𝜆𝑖𝑘𝑡𝜕𝑥𝑖𝑗𝑡 )𝜔𝑗𝑘 + 𝜆𝐵𝑆,𝑖 F.O.C. General

(5.7)𝑅𝐷𝐹 − 𝑅𝐼𝑇 𝐵 = 𝜑𝐸𝑖 Δ𝑄𝑖𝑟 + 𝛾𝑖𝐸𝑖 ∑𝑚∈𝒥 𝜎𝑅𝑚𝑥𝑖𝑚𝑡 + ∑𝑘 (𝜆𝑖𝑘𝑡 + Δ𝑄𝑖𝑅𝑡 𝜕𝜆𝑖𝑘𝑡𝜕Δ𝑄𝑖𝑅𝑡 )𝜔𝑅𝑘 F.O.C. Reserves

(5.8)

Where 𝜆𝐵𝑆,𝑖 denotes the cost of the binding balance sheet constraint. The balance-
sheet cost, 𝜆𝐵𝑆,𝑖, can be thought of as the cost of space on the balance sheet or as the cost
of issuing equity in the long run. It ties the returns of assets to the bank’s funding cost.
This quantity ensures that the bank sits at the optimum: it cannot improve its position
by substituting one asset for another or issuing liabilities to fund assets. The marginal
cost of funding through any liability must equal the marginal risk/regulation-adjusted
returns on any asset.

5.7.1 Estimation Strategy

To estimate the parameters in Equations (5.7) and (5.8), we first compute the left-hand
side (LHS) of these equations, whichwe denote as 𝑦𝑖𝑗𝑡. Interest rates are observed, and
markups 𝜕𝑅𝑖(𝑥𝑖𝑗𝑡)𝑥𝑖𝑗𝑡𝜕𝑥𝑖𝑗𝑡 can be inferred from the demand side estimation that we present
in the next section. We then estimate parameters for Equations (5.7) and (5.8) by stack-
ing up all first-order conditions for each quarter and using stacked panel regression.
The estimation involves regressing 𝑦𝑖𝑗𝑡 on observable variables derived from the right-
hand side (RHS) of the FOCs. Given the right parametrization, the RHS is indeed

20Note that in the case where 𝜆𝑖𝑘 > 0 iff the constraint 𝑘 is exactly binding and 𝜆𝑖𝑘 = 0 otherwise, the
problem maps exactly to the optimization under constraints problem presented in the last section. 𝜆𝑖𝑘
would stand in for Lagrange multipliers, and the Lagrangian of the two problems would be identical.

21Note that transacting reserves doesn’t change the balance sheet size when lending and grows both
sides of the balance sheet when borrowing. As such, 𝜆𝐵𝑆,𝑖 cancels out in the FOC.
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linear in unobservables. For instance, the first term involving risk, 𝛾𝑖𝐸𝑖 ∑𝑚∈𝒥 𝜎𝑗𝑚𝑥𝑖𝑚𝑡,
can be decomposed as 𝛾𝑖 × 𝑅𝑖𝑠𝑘𝑖𝑗𝑡, where𝑅𝑖𝑠𝑘𝑖𝑗𝑡 = 1𝐸𝑖 ∑𝑚∈𝒥 𝜎𝑗𝑚𝑥𝑖𝑚
is entirely observable.

Parametrization of the shadow costs: We parameterize the shadow costs as𝜆𝑖𝑘𝑡 = �̄�𝑘𝑒(1−𝑅𝑎𝑡𝑖𝑜𝑖𝑘𝑡) (5.9)

In this setup, 𝜆𝑖,𝑘 are parameterized based on how close banks are to meeting their
regulatory requirements. We rescale the ratios such that when a ratio equals one, it
matches the minimum regulatory requirement, so �̄�𝑘 can be interpreted as the shadow
cost when a bank exactly fulfills requirement 𝑘. The cost of the constraint exponen-
tially increases (decreases) when the bank violates (is in excess) of the minimum re-
quirement. As explained above, such parametrization intuitively maps into a setting
where banks prefer to hold buffers, and the constraint violation does not immediately
threaten the bank’s survival. Banks can choose to breach a regulatory requirement if it
would be exceedingly costly to meet.

Estimation equation: We can rewrite our estimation equation as𝑦𝑖𝑗𝑡 = 𝛾𝐸𝑖 ∑𝑚∈𝒥 𝜎𝑗𝑚𝑥𝑖𝑚𝑡 + ∑𝑘 �̄�𝑘𝑒(1−Ratio𝑖𝑘𝑡)(1 − 𝑥𝑖𝑗𝑡 𝜕Ratio𝑖𝑘𝑡𝜕𝑥𝑖𝑗𝑡 )𝜔𝑗𝑘 + 𝜆𝐵𝑆,𝑖 + 𝑢𝑖𝑗𝑡 (5.10)

where 𝑋𝑖𝑗𝑡 refer to the volume of balance sheet item 𝑗 in euro. Similarly knowing
Ratio𝑖𝑘𝑡, it is easy to calculate 𝜕Ratio𝑖𝑘𝑡𝜕𝑥𝑖𝑗𝑡 . We present these partial derivatives for different
regulations and balance sheet items in Section C.

Let us denote 𝑅𝑒𝑔𝑊𝑒𝑖𝑔ℎ𝑡𝑖𝑘𝑗𝑡 = 𝑒(1−Ratio𝑖𝑘)(1 − 𝑥𝑖𝑗𝑡 𝜕Ratio𝑖𝑘𝑡𝜕𝑥𝑖𝑗𝑡 )𝜔𝑗𝑘
and 𝑅𝑖𝑠𝑘𝑖𝑗𝑡 as is defined above. Then, our regression equation simplifies to𝑦𝑖𝑗𝑡 = 𝛾𝑅𝑖𝑠𝑘𝑖𝑗𝑡 + ∑𝑘 �̄�𝑘𝑅𝑒𝑔𝑊𝑒𝑖𝑔ℎ𝑡𝑖𝑘𝑗𝑡 + 𝜆𝐵𝑆,𝑖 + 𝑢𝑖𝑗𝑡 (5.11)

Estimation proceeds with pooled weighted FE regression. Weights are the square root
of individual banks’ size (total assets). 𝜆𝐵𝑆,𝑖 is treated as a fixed effect for bank 𝑖.
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5.8 Demand-side (Borrowers and depositors)
We use a logit demand system to model the behaviors of borrowers and depositors
(Berry, 1994). Specifically, consumers and firms 𝑗 ∈ 𝒥 face a discrete choice problem
and will choose the option 𝑖 ∈ ℐ that maximizes their utility 𝑢𝑖𝑗. The optimal choice is
described by the indicator function that takes the following value for 𝑖 ∈ ℐ:𝑖 ∶= 1{𝑢𝑖𝑗 > 𝑢𝑘𝑗 ∀𝑘 ∈ ℐ}

Generally, we can model the utility in a linear form:𝑢𝑖𝑗 = 𝛼𝑗𝑟𝑖 + 𝛽𝑐𝑖 + 𝜉𝑖 + 𝜖𝑖𝑗
where 𝛼𝑗 denotes the individual-specific coefficients on the bank rate 𝑟𝑖, 𝛽 repre-

sents the general coefficients on bank product characteristics 𝑐𝑖, 𝜉𝑖 is a good-specific
intercept parameter representing unobserved utility and 𝜖𝑖𝑗 denotes the error term.

As shown in Berry (1994) and in McFadden (1974), when the distribution of 𝜖𝑖𝑗 is
double exponential22this simplifies to a logit market share equation defining the share
of good 𝑖 in the market. 𝑆𝑖 = exp(𝛼𝑟𝑖 + 𝛽𝑐𝑖 + 𝜉𝑖)1 + ∑𝑘∈ℐ exp(𝛼𝑟𝑘 + 𝛽𝑐𝑘 + 𝜉𝑘)
Taking the natural logarithm, we get

ln(𝑆𝑖) = 𝛼𝑟𝑖 + 𝛽𝑐𝑖 + 𝜉𝑖 + ln( 11 + ∑𝑘∈ℐ exp(𝛼𝑟𝑘 + 𝛽𝑐𝑘 + 𝜉𝑘))
ln(𝑆𝑖) − ln(𝑆0) = 𝛼𝑟𝑖 + 𝛽𝑐𝑖 + 𝜉𝑖 (5.12)

The final equation shows the log difference between the market share of good 𝑖 and
the market share of the outside option, 𝑆0, which denotes the alternative where cus-
tomers choose none of the banking products in the choice set. This equation is linear
in characteristics and will, therefore, serve as our regression equation.

5.8.1 Market Size

To run the estimation, we need to know the market size, which determines the share
of the outside option 𝑆0. We recover the market sizes from observed data. We can
observe the share of deposits held by non-financial corporations and households held
at non-banks using the Securities Holdings Statistics database, which we take as the
outside options for the deposit markets. We can recover the amount of borrowing

22Or Gumbel extreme value, that is 𝐹(𝜖) = 𝑒−𝑒−𝜖
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of non-financial corporations at non-banks in a similar manner. Finally, we take the
rolling 2-year share of rejected applications for housing loans as the outside option for
mortgages and the (quarterly) share of rejected applications for consumer loans as the
outside option for consumer lending. Both of these series are made available publicly
by the ECB. We sum the two values to get the outside option for household lending.

5.8.2 Estimation Strategy

We run instrumental variable regression to estimate the demand parameters, as in Dia-
mond, Jiang, andMa (2024) or Albertazzi et al. (2022). This approach addresses a clear
endogeneity issue in demand estimation, arising from the correlation between bank
rates and the residual 𝜉𝑖 that captures unobserved demand shocks. Intuitively, a bank
that faces a positive demand shock would charge higher rates. This manifests through
biased estimates of the elasticity of demand with respect to interest rates. Therefore,
estimation relies primarily on careful instrumentation. We document the instruments
in the results section.

6 Results
6.1 Demand
We estimate the results for the demand side using the Banque de France dataset. We
compute the elasticity parameters through instrumental variable regression, using a
combination of granular instrumental variables (Gabaix & Koijen, 2024) and Haus-
man instruments. The logic behind Hausman instruments is simple: Cost is correlated
across markets; demand shocks are not. Interest rates set by banks in different mar-
kets are informative of their costs but should not be correlated with the demand shock
on the market of interest. Our Hausman instruments are the weighted average rates
the bank charges on the three other markets. That is, when estimating demand for
household loans, the instruments are computed using non-financial corporation loans,
household deposits, and non-financial corporation deposits. AppendixDdescribes the
algorithm to compute granular instrumental variables. The intuition is the following:
demand shocks faced by competitors should affect the competitive environment and,
therefore, the rate offered by the bank. As long as we can extract the components that
are correlated across banks from the demand shocks, we can use the residual demand
shocks as instruments.

Table 6 shows our estimates at a glance. A 10 bp increase in the interest rate on
household deposits, which roughly leads to a 2.4% increase in market share. In con-
trast, a 10bp decrease in the interest rate charged on mortgages leads to a 0.017% rise
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Elasticity Instruments Controls Observations
HH Lending: Mortgages −0.537∗∗∗ GIV, Number of Branches, 6,922
HH Lending: ST −0.178∗ Hausman Equity funding share
NFC Lending: Mortgages −1.33∗∗∗ GIV, Number of Branches, 8,469
NFC Lending: ST −1.20∗∗∗ Hausman Equity funding share
NFC Lending: LT −1.71∗∗∗
HH deposits: Demand 24.43∗∗∗ GIV, Number of Branches, 4,530
HH deposits: Time 1.13∗∗∗ Hausman Equity funding share
NFC Deposits: Demand 7.91∗ GIV, Number of Branches, 5,178
NFC Deposits: Time 0.94𝑜 Hausman Equity funding share

Table 6: Demand estimates

This table presents the results for demand estimation when the elasticity to interest rates within one
market is taken as homogenous. All rates are instrumented using Hausman instruments and granular
instrumental variables. Estimates are directly provided in percentage points, reflecting the elasticity
w.r.t. to a 100bp change in the interest rate. NFC denotes Non Financial Corporations. Driscoll and
Kray standard errors.

in market share. These estimates are in line with the literature (Albertazzi et al., 2022;
Diamond, Jiang, & Ma, 2024; Koont, 2023; Wang et al., 2022), except for the demand
deposit elasticity. This is mostly due to the presence of online banks that get a sub-
stantial market share by offering slightly better rates than their competitors during the
low interest rate environment of our sample. These results are robust to the choice of
instrument.23

6.2 Supply
Procedure Once we have recovered the markups using the demand elasticity esti-
mates, we need to complement our dataset so that every single balance sheet item has
an associated rate. We take the interest rate for the central bank reserves to be the
ECB deposit facility rate, we approximate the government securities rate as the 5-year
government bond yield on 19-Euro Area countries (FRED ticker IRLTLT01EZM156N),
Treasuries as the 6 months Bund yield, long-term wholesale funding and other lia-
bilities as the yield of ICE BofA Euro Financials Corporate Bond Index (LSEG ticker
.MEREB00), and other assets the yield of iBoxx Euro Corporates Bond index (LSEG
ticker IBBEU003D). We weigh the regression using the square root of the total assets
of the bank.

23We have run alternative instrumental specifications using the pass-through of the Euribor, as well as
BLP instruments computed from the sum of characteristics of competitors, and obtained similar point
estimates. The instrumental specification presented here has the specificity of producing the most sig-
nificant results across markets.
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Cost function estimates: Column 1 of Table 6.2 presents the results of our main spec-
ification. The balance sheet constraints are all positive, which is in line with a general-
ization of optimization under constraints. The within R squared of 28% is substantial,
given that we impose a lot of structure on the model and that we only estimate five
parameters.

The second and third columnspresent estimates obtained separately on sub-samples
of assets and liabilities. If our model accurately captures the regulatory-induced costs,
the first-order conditions should yield structural parameter estimates that are consis-
tent in both magnitude and direction across these distinct sub-samples. The estimates
should be of comparable magnitude and direction, even though we estimate them on
these drastically different samples. Empirically, we observe that the estimates derived
from assets and liabilities sub-samples are remarkably similar 24. Given that the regu-
latory weights differ substantially between assets and liabilities, and considering that
banks charge interest rates on assets while paying rates on liabilities, the two datasets
are considerably different. The similarity of the results indicates that our estimates are
reliable.

Finally, we estimate the model allowing for heterogeneous risk aversion coefficients𝛾𝑖. Estimates and goodness-of-fit are comparable to the main specification.25 Banks
appear to be risk-neutral across specifications, with relatively low interbank transaction
costs–a marginal cost of 15 basis points for reserves equal to the bank’s total equity.

It is important to note that the relative magnitudes of these estimates are not di-
rectly comparable. The �̄�𝑘 are scaled by the regulatory weights and a non-linear func-
tion dependent on the distance to the minimum requirement. Therefore, the net stable
funding constraint might be costlier to banks on average as the regulatory weights for
the NSF are usually larger than the regulatory weights for the leverage constraint. We
set out to explore this question in the next section.

24Note that the leverage ratio doesn’t enter the liability side due to the way it is computed
25We also ran several specifications including the risk weighted-asset CET1 ratio, and did not obtain

significant results after 2016. We chose to exclude it from the main signification as its mechanically high
correlation with the leverage ratio led to contamination of �̄�𝐿𝐸𝑉 when �̄�𝐶𝐸𝑇 1 is poorly identified. This
finding is coherent with the body of literature that argues that the leverage constraint is more binding
than the risk-weighted capital constraint (Greenwood et al., 2017; Walz, 2024).
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Dependent Variable: 𝑦𝑖𝑗𝑡
Estimation: Main specification Assets only Liabilities only 𝛾𝑖
Variables
Risk 0.14 0.48 -0.04

(0.09) (0.29) (0.09)�̄�𝐿𝐶𝑅 1.86∗∗∗ 2.81∗∗∗ 3.08∗∗∗ 1.82∗∗∗
(0.37) (0.75) (1.00) (0.36)�̄�𝑁𝑆𝐹 1.40∗∗∗ 0.99∗∗∗ 1.76∗∗∗ 1.42∗∗∗
(0.12) (0.15) (0.21) (0.12)�̄�𝐿𝐸𝑉 12.12∗∗∗ 6.78∗∗ 11.59∗∗
(4.34) (2.78) (4.34)𝜑 0.15∗∗ -0.15 0.15∗∗∗
(0.06) (0.12) (0.05)

Fixed-effects
Bank-Year Yes Yes Yes Yes

Varying Slopes
Risk ×Bank Yes

Fit statistics
Observations 61,485 34,529 26,956 61,485
R2 0.31 0.23 0.32 0.33
Within R2 0.28 0.08 0.25 0.27

Clustered (yq & Code.CIB) standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

This table presents the results of the supply-side estimation. The first column describes the main
specification, with a homogenous CRRA coefficient 𝛾. The second (third) columns show the outcome
of the estimation when run only on the asset (liability) side of the balance sheet. The fourth column
represents a specification where we allowed for a heterogenous 𝛾𝑖.

29



6.3 Cost of regulation
Sanity check: The two arms of the Interbankmarket. Ourmodel posits that borrow-
ing in the interbankmarket involves a trade-off between leverage and liquidity. Specifi-
cally, if ourmodel is accurate, the relative tightness of the leverage constraint compared
to the liquidity coverage ratio–as measured by the ratio 𝑒(1−𝐿𝐸𝑉 𝑖𝑡)𝑒(1−𝐿𝐶𝑅𝑖𝑡)– should be higher for
lenders than for borrowers. In other words, borrowers should exhibit a greater need
for liquidity relative to their leverage constraints compared to lenders. Empirically, we
observe precisely this pattern, as illustrated in Figure 3. Over the 12-year period, the
number of borrowers consistently declined while the number of lenders increased, yet
the leverage-liquidity gap between these two groups remained stable.
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Figure 3: Leverage-Liquidity gap

The figure depicts the weighted average leverage-liquidity gap between lenders of reserves and
borrowers of reserves. Lenders were consistently more liquid relative to their leverage than borrowers.

The cost of regulation: Our structural parameter estimates naturally lend themselves
to a quantification exercise. We can compute themarginal cost of regulation for a given
item 𝑗 held by bank 𝑖 as follows:

RegCost𝑗 = ∑𝑘 �̄�𝑘𝑒(1−Ratio𝑖𝑘𝑡)(1 − 𝑋𝑖𝑗𝑡 𝜕Ratio𝑖𝑘𝑡𝜕𝑋𝑖𝑗𝑡 )𝜔𝑗𝑘
Figure 4 depicts the evolution of the regulatory cost of loan provision. Over the sample
period, this cost remained relatively stable. As we will show in the next few sections,
this is despite a sharp increase in the regulatory costs induced by reserves.

Figure 5 depicts the marginal cost (benefit) of taking deposits. As a source of stable
funding subject to few runs, insured household deposits and time deposits are highly

30



110

130

150

170

2012−1 2014−1 2016−1 2018−1 2020−1 2022−1
Year/Quarter

C
os

t o
f R

eg
ul

at
io

n 
in

 B
P Cost of

regulation,
Long Term
 

Cost of
regulation,
Mortgages
 

Cost of
regulation,
Short Term
 

Figure 4: Regulatory cost of lending provision

The figure depicts the weighted average marginal regulatory cost of providing different types of loans.

beneficial to hold. As banks becamemore liquid at the beginning of the period, the ben-
efit of holding deposits increased sharply, allowing them to mitigate risks associated
with short-term liquidity pressures. However, as the funding positions of banks dete-
riorated, it became gradually less interesting to hold liquid demand deposits, which
encouraged banks to tilt towards time deposits. This back and forth is clear when
looking at the regulatory cost of overnight nonfinancial corporation deposits, which
temporarily dips into the negative as the liquidity of banks increases, to then reverse
course once the funding structure deteriorates too much.

Decomposing the cost of regulation: To quantify the regulatory costs specifically
induced by the reserves injected during quantitative easing (QE), we recompute the
marginal regulatory cost for each regulatory constraint 𝑘, excluding reserves and their
corresponding liabilities from the ratios:

RegCost𝑗𝑘 = �̄�𝑘𝑒(1−Ratio𝑖𝑘𝑡)(1 − 𝑋𝑖𝑗𝑡 𝜕Ratio𝑖𝑘𝑡𝜕𝑋𝑖𝑗𝑡 )𝜔𝑗𝑘
Let Ratio𝑖𝑘𝑡 represent the regulatory ratio in question, recalculated to exclude reserves.
The difference between the regulatory cost calculated without reserves and that in-
cluding reserves represents the total contribution of excess reserves to the marginal
regulatory cost.

ReservesCost𝑗𝑘 = �̄�𝑘𝜔𝑗𝑘 (𝑒(1−Ratio𝑖𝑘𝑡)(1 − 𝑋𝑖𝑗𝑡 𝜕Ratio𝑖𝑘𝑡𝜕𝑋𝑖𝑗𝑡 ) − 𝑒(1−Ratio𝑖𝑘𝑡)(1 − 𝑋𝑖𝑗𝑡 𝜕Ratio𝑖𝑘𝑡𝜕𝑋𝑖𝑗𝑡 ))
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Figure 5: Regulatory cost of deposit taking

The figure depicts the weighted average marginal regulatory cost of taking in different types of
deposits. A negative cost denotes a gain.

Since banks can issue certificates of deposit or commercial paper to transformwhole-
sale deposits into longer-term funding, we cannot assume that a decrease in central
bank reserves will lead to a one-to-one reduction in wholesale deposits. Therefore, we
adopt a conservative assumption: a decrease in central bank reserves reduces the total
quantity of wholesale funding while maintaining its relative composition intact.

Figure 7 depicts the marginal cost of excess reserves for the average long-term
lender. We define long-term loans as any loans with an initial maturity of more than
one year. This cost steadily increases over time and represents as much as 13% of the
total return on a newmortgage in Q4 2021. The vastmajority of the cost comes from the
NSF constraint, as the regulatory weights for the net stable funding ratio are approxi-
mately 20 times higher than the weights on the leverage ratio, and the banks doing the
majority of the lending tend to have low leverage.

Intuitively, the average lender should not be representative of the cost of lending:
banks self-select into lending, and those lending less are likely to face higher costs.
Therefore, to understand how the costs induced by reserves are distributed over the
sample, we depict the marginal cost of reserves for banks in the lower quintile and the
higher quintile of the size distribution, respectively, in Figure 7a and 7b. The contrast
is striking: large banks face much higher reserve costs, owing to their funding struc-
ture and clientele. As shown in Table 4, the extensive financial clientele of large banks
exposes them to significant amounts of reserves and wholesale deposits from QE. Fur-
ther, because a larger share of their liabilities comes fromwholesale funding, their NSF
ratio is already high, and their net stable funding costs surgewhen they absorb substan-
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Figure 6: Regulatory cost of reserves for the average lender

The figure depicts the lending volume-weighted average of the marginal contribution of reserves to the
regulatory cost of long-term loans in basis points. The vertical dashed lines denote the start of the two
large episodes of quantitative easing.

tial amounts of wholesale deposits. Consequently, these banks may be more inclined
toward shorter-term investments and less engaged in long-term lending.

Smaller banks, on the other hand, suffer from the sheer volume of reserves and
the effect it has on their balance sheets. A large part of the cost they have to bear is
driven by the leverage ratio since their funding structure is mostly composed of stable
deposits. Both of these estimates suggest that fully excluding central bank reserves
from the leverage ratio calculation could have reduced the marginal cost of lending
by up to 5 basis points. This would alleviate the regulatory burden on both large and
small banks, potentially encouraging more lending activity across the banking sector.

7 Counterfactuals
Asummary of the procedure for computing our counterfactual equilibrium is provided
in appendix E. We compute our preliminary counterfactuals on the Banque de France
dataset and impose clearing of the interbank market at the country level.

7.1 LSAP
Wecompute the counterfactual lending output for alternate quantities of reserves, start-
ing from our latest data point, 2021 Q4. At this point in time, reserves were at their
maximum. As such, we compute counterfactual equilibria for a 20% (800 billion) de-
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(a) Regulatory cost of reserves for large banks
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(b) Regulatory cost of reserves for small banks

The figures depict the lending volume-weighted average of the marginal contribution of reserves to the
regulatory cost of long-term loans in basis points. The vertical dashed lines denote the start of the two
large episodes of quantitative easing.

Figure 7: Regulatory cost of reserves across size quintiles
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crease in central bank reserves, a 50% (2 trillion) decrease, and an 80% (3.2 trillion)
decrease. We assume that the reversal in LSAP will have a directly proportional effect
on the endowment of banks. We find that reserves are initially expanding the volume
of credit, but this positive impact plateaus and then reverses. We find that a 5% de-
crease in lending volume relative to the maximum that would have been attained at 2
trillion euros of asset purchases. Nonetheless, quantitative easing is overall a net posi-
tive for lending outcomes, with an aggregate lending volume that is around 3% higher
than what would have been without the policy.

Figure 8 depicts this reverse-U-shaped excess relationship. Note that themain force
in our model that drives the increase in the quantity of wholesale funding, and there-
fore the deterioration in lending provision, is the limited size of the deposit market, as
well as the market power of deposit-taking banks.
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Figure 8: Counterfactual LSAP volumes

The figure depicts counterfactual aggregate lending volume and aggregate deposit volumes if we
cancel quantitative easing. The left-hand side scale denotes the counterfactual volumes as a share of
the true volume in 2021 Q4. The scale at the bottom displays the volume of reserves stemming from
LSAP as a share of the 2021 Q4 volume. The scale at the top and at the right-hand side denotes the
number of central bank reserves at the Eurozone level, and the scale on the right-hand side denotes the
corresponding aggregate amount of lending at the French level. The scale at the top and at the right
are indicative of the corresponding aggregate effects and do not correspond exactly to our sample.
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8 Conclusion
We provide a novel quantification of the cost of regulation through a structural model.
While regulation serves a legitimate purpose and likely enhances value by reducing
the likelihood of future crises, it inherently constrains bank balance sheets. The goal
is to create stronger and more resilient banks by altering their asset and liability com-
positions. However, quantitative easing injects substantial amounts of central bank re-
serves into the banking system, which affects bank balance sheets, conflicts with Basel
III regulation, and leads to reduced lending output. Our analysis finds that the interac-
tion between large-scale asset purchases and Basel III regulations increased the cost of
lending by up to 14% of the total return on a newmortgage in 2021 Q4. This additional
cost resulted in a 5% reduction in aggregate lending provision compared to an optimal
policy aimed at maximizing bank lending expansion. Such a contractionary outcome
matters, as it undermines the expansionary objective of quantitative easing.
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A Instutional details
A.1 Asset purchase transactions and reserves
An important consequence of LSAP is the increase in the quantity of reserves held on
bank balance sheets. When the central bank buys an asset from a bank, the operation
is akin to an asset swap: the bank swaps some of its securities for reserves (see Table
A1). Even an assep swap might not be neutral: as pointed out by Christensen and
Krogstrup (2022), a slight change in the composition of the bank’s asset holdings may
have important implications for monetary policy transmission. As the liquidity, du-
ration and yield of their portfolio is changed, banks will rebalance towards their new
optimal portfolio of investments.

Alternatively, when the central bank buys an asset from a non-bank entity, as shown
in Table A2, the operation expands the balance sheet: both bank reserves and deposits
grow. As non-bank entities do not themselves hold reserve accounts at their national
central bank, banks have to intermediate the transaction. The intermediary bank cred-
its the seller with a deposit equal to the amount due for the purchased asset, while the
central bank credits the intermediary bank with reserves equal to that amount. There-
fore, in addition to providing liquidity to the seller with the aim of boosting economic
activity, the transaction expands the balance sheet of the intermediary bank.

The one for one increase in reserves resulting from asset purchases led to a tremen-
dous expansion in the quantity of excess reserves26 – reserves in excess of theminimum
requirements – held in the banking system, as illustrated in Figure A1.

Central Bank
Securities Liabilities
Assets Reserves
IOU+ Securities + Reserves

Bank
Assets Liabilities

Securities Capital
Loans Deposits− Securities+ Reserves

Table A1: QE Transaction when a bank is the direct counterparty of the central bank

Roughly 80% of the QE transaction initiated by the ECB were with non-bank coun-
terparties (Rogers, 2022). As highlighted in the cases above, this implies that the allo-
cation of reserves is to a large extent outside of commercial banks’ control. Reserves
are allocated to banks that take financial corporations operating on the sovereign bond
market as clients, and are then spread through the payment system. A core friction

26In Eurosystem jargon, the quantity commonly referred to as excess reserves is labeled as excess
liquidity.
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is that reserves cannot leave the balance sheet of the aggregate Eurozone banking sec-
tor27.

Central Bank
Assets Liabilities

Securities Reserves
IOU+ Securities + Reserves

Bank
Assets Liabilities

Securities Equity
Loans Deposits+ Reserves + Deposits

Non-Bank
Assets Liabilities

Securities Equity
Deposits Loans− Securities+ Deposits

Table A2: QE Transaction when a bank is the intermediary of the counterparty

A.2 Interbank reserves market
There exists ample evidence that the interbank market for excess reserves dried up
since the 2008 financial crisis and the implementation of central-bank stimulus. Figure
A1 illustrates the evolution of the overnight reserves market volume over time and
the quantity of excess liquidity in the system. It appears that the interbank market’s
size is inversely proportional to the quantity of excess liquidity in the system. One
interpretation is that is has become increasingly challenging to borrow reserves due
to the limited availability of potential counterparties. As put by a Bundesbank (2019)
report in September 2019:

Lower turnover and a decrease in the spread versus key interest rates reduce the in-
terest income that can be achieved per lending relationship. This leads to a reduction
of the supply on the inter-bank money market. In many cases, lower interest income
no longer covers the fixed counterparty-specific (monitoring) costs. Consequently,
only few institutions are able to lend profitably in the interbank money market, and
not all those seeking to obtain central bank reserves on the market will be able to
fund themselves at terms commensurate with their respective counterparty risk.

We make the opposite argument: the low turnover in the interbank market is in our
opinion due to the reserve glut. As banks have an excess of liquid assets and are vastly
in excess of the minimum reserve requirements, the demand for central bank reserves
plummets.

The evidence that large scale asset purchases were behind the sharp decline of the
interbank money market post-GFC is illustrated in Figure A3. It shows a structural
break at the start of monetary easing, as themarket switched from the a scarce reserves

27An individual bank can theoretically decrease its reserve position through the payment system by
issuing loans, keeping its deposits constants, or by decreasing its deposit take-up, keeping assets con-
stants. Since European banksmostly fund their asset positions through the issuance of deposits, actively
increasing their assets without issuing deposits or actively reducing their deposit position keeping their
asset constants run opposite to the core of their business model.
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Figure A1: Overnight interbank market volume vs excess liquidity
The scale on the left hand side measures he volume of excess liquidity in the European Banking
system, plotted with the solid line. The scale on the right hand side measures the overnight interbank
market volume, that is the volume of daily transactions between banks taking part in the EONIA panel,
plotted with the dashed line. As excesss liquidity peaks, the transacted interbank volume plummets.
Data from the ECB data platform

regime to a market with ample excess reserves. With the implementation of monetary
easing, the volume of the overnight interbank market has been reduced to an ever-
decreasing fraction of the total excess liquidity in the system.28 Beforemonetary easing,
the volume of overnight loans on the reserves market was approximately 50 times the
quantity of excess reserves. Thiswas because banks had to engage in aggressive trading
of reserves to meet their reserve requirements.

While the shift from a scarce reserves regime to an ample reserves regime by the
ECB was potentially a welcome change for cash starved banks, it may have increased
the balance sheet costs and acted as financial burden for liquid banks. It is worth noting
that the dislocation of the interbank market goes further than just fewer trades. As
the overall quantity of reserves exploded, the overnight rate became higher than the
1-month rate, as Figure A2 illustrates. This highlights a fundamental reversal of the
market: banks demand to be paid a spread29 to borrow reserves. This signals that
excess reserves impose a cost on banks: It is not that the banks are unwilling to lend
away their reserves, but rather that no bank is willing to borrow reserves without a
substantial discount.

28Note that this does not uniquely affect the overnight reserves market as the secured market and the
market for longer maturities displays similar patterns.

29This means that the asking rate on the interbank market is below the deposit facility rate: a bank
that would borrow at this rate could immediatly deposit the reserves on its account at the ECB to make
the spread.
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Figure A2: Spread between the 1-month EURIBOR and the Deposit Facility rate

The figure plots the spread between the 1-month interbank rate and the interest rate paid on reserves
by the European Central Bank. As the plot illustrates, since late 2020 a bank that manages to borrow at
the interbank rate could deposit the reserves on its ECB deposit facility account to make a risk-free
return.

B A simple theoretical model
In the following, we solve a simplified version of themodel, where there are two banks,{𝑖, 𝑗}, and the deposit/lending markets are greatly simplified.

At its core, the model is a revisited Monti-Klein banking model, where Banks com-
pete à la Bertrand for loans and deposits and exert power at both ends of the financial
intermediation market. We differentiate reserves from the rest of the money market,
that we denote as securities, as this allows us to properly study the impact of the in-
jection of vast quantities of reserves since the Global Financial Crisis. Banks maximize
the returns from a mean-variance portfolio of loans and securities, while subject to a
funding constraint (the balance sheet must clear) and a regulatory liquidity constraint.

WLOG, let us refer to the bank in question as 𝑖 and its competitor as 𝑗. 𝑖 can hold
securities 𝑆𝑖, loans 𝐿𝑖, can take deposits 𝐷𝑖, and is allocated equity 𝐸𝑖 and reserves𝑄𝑖,𝑅 at the beginning of the period. 𝑖 can trade reserves on the interbank market in the
form of loans, and we denote the amount lent/borrowed as Δ𝑄𝑖,𝑅. Accordingly, the
balance sheet of the bank borrowing on the interbank market is slightly different from
the balance sheet of the lending bank.
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Borrowing Bank
Assets Liabilities𝑆𝑖 𝐷𝑖𝐿𝑖 𝐸𝑖𝑄𝑖,𝑅 + Δ𝑄𝑖,𝑅 Δ𝑄𝑖,𝑅 (IOU)

Lending Bank
Assets Liabilities𝑆𝑖 𝐷𝑖𝐿𝑖 𝐸𝑖𝑄𝑖,𝑅 + Δ𝑄𝑖,𝑅−Δ𝑄𝑖,𝑅 (IOU)

Bank 𝑖 set interest rates 𝑅𝑖,𝐿 and 𝑅𝑖,𝐷, which will determine the equilibrium quantities𝐷𝑖 and 𝐿𝑖 in tandem with the interest rates set by bank 𝑗, according to the following
equations 𝐿𝑖 = �̄� 𝑒𝛼𝐷𝑅𝑖,𝐷1 + 𝑒𝛼𝐷𝑅𝑖,𝐷 + 𝑒𝛼𝐷𝑅𝑗,𝐷𝐿𝑖 = �̄� 𝑒𝛼𝐷𝑅𝑖,𝐿1 + 𝑒𝛼𝐿𝑅𝑖,𝐿 + 𝑒𝛼𝐿𝑅𝑗,𝐿
Where �̄� and �̄� represent the sizes of their respective markets. To simplify the system,
let us take �̄� = �̄� = 1

Further, securities pay an exogenous interest rate, 𝑅𝑆. To keep things simple, we
consider that it is an exogenous spread above the risk free rate, 𝑅𝐹 , which is the interest
rate paid on reserves.
Let us consider the case where the risk borne by the loan portfolio is independent from
the securities risk. That is, [𝑆𝑖, 𝐿𝑖]Σ[𝑆𝑖, 𝐿𝑖]′ = 𝜎2𝐿𝐿2𝑖 + 𝜎2𝑆𝑆2𝑖
Further, when risks are independent and assuming that both banks share the same risk
aversion, we can ignore the 𝛾 coefficient as it can be included in 𝜎2 WLOG.
Since central bank reserves’ main advantage over other assets is their liquidity, we first
consider the case where the bank is only subject to the LCR constraint. In such case,
the benefit of supplementary reserves is clear: by slackening the liquidity constraint, it
allows the banks to expand their balance-sheet by taking in more deposits.
Following existing literature , we assume that the weighting of the LCR items has the
following magnitude:𝑤𝐿,𝐿𝐶𝑅 < 𝛽𝐷,𝐿𝐶𝑅 < 𝑤𝑆,𝐿𝐶𝑅 < 𝑤𝑅,𝐿𝐶𝑅 = 1
That is, loans fail to provide sufficient liquidity to cover for deposits, but securities and
reserves are liquid enough to cover for outflows of deposits. Banks need to hold some
amount of liquid assets and cannot restrict their activity to lending.
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As such, the bank’s problem is the following:

max𝐷𝑖,𝐿𝑖,𝑆𝑖,Δ𝑄𝑖,𝑅𝑆𝑖𝑅𝑆 + 𝐿𝑖𝑅𝑖,𝐿(𝐿𝑖) − 𝐿𝑖𝑅𝑖,𝐷 + Δ𝑄𝑖,𝑅(𝑅𝐹 − 𝑅𝐼𝑇 𝐵) − 𝜎2𝐿2 𝐿2𝑖 − 𝜎2𝑠2 𝑆2𝑖𝑆𝑖 + 𝐿𝑖 + 𝑄𝑖,𝑅 = 𝐸𝑖 + 𝐷𝑖 (𝐵𝑆)𝛽𝐷,𝐿𝐶𝑅𝐷𝑖 ≤ 𝑤𝑅,𝐿𝐶𝑅(𝑄𝑖,𝑅 + Δ𝑄𝑖,𝑅) + 𝑤𝐿,𝐿𝐶𝑅𝐿𝑖 + 𝑤𝑆,𝐿𝐶𝑅𝑆𝑖 (𝐿𝐶𝑅)𝐿𝑖 ≥ 0 (𝑁𝑁𝐶)
Where Δ𝑄𝑖,𝑅 denotes the amount of reserves borrowed on the interbank market.

Therefore, if Δ𝑄𝑖,𝑅 < 0, the bank is lending reserves. Please note that maximising over
interest rates or quantities result in the same FOCs, but we chose to maximise over
quantities in this section as it eases the understanding of the comparative statics for the
aggregate quantities in this system.

B.1 First Order Conditions
Note that as constraints are affine the duality gap is equal to 0 and we can therefore
solve the problem through Karush-Kuhn-Tucker conditions. Assuming the LCR con-
straint is binding30 and that the solution is an interior solution, the FOCs that describe
an equilibrium of the game are:−𝑅𝑖,𝐷(𝐷∗𝑖) − 𝐷∗𝑖𝑅′𝑖,𝐷(𝐷∗𝑖) − 𝛽𝐷,𝐿𝐶𝑅𝜆𝐿𝐶𝑅 + 𝜆𝐵𝑆 = 0 (B.1)𝑅𝑆 − 𝜎2𝑆𝑆∗𝑖 + 𝑤𝑆,𝐿𝐶𝑅𝜆𝐿𝐶𝑅 − 𝜆𝐵𝑆 = 0 (B.2)𝑅𝑖,𝐿(𝐿∗𝑖) + 𝐿∗𝑖𝑅′𝑖,𝐿(𝐿∗𝑖) − 𝜎2𝐿𝐿∗𝑖 + 𝑤𝐿,𝐿𝐶𝑅𝜆𝐿𝐶𝑅 − 𝜆𝐵𝑆 = 0 (B.3)𝑅𝐹 − 𝑅𝐼𝑇 𝐵 + 𝜆𝐿𝐶𝑅 = 0⇔ 𝜆𝐿𝐶𝑅 = 𝑅𝐼𝑇 𝐵 − 𝑅𝐹 (B.4)𝛽𝐷,𝐿𝐶𝑅𝐷∗𝑖 − 𝑄𝑖,𝑅 − 𝑤𝐿,𝐿𝐶𝑅𝐿∗𝑖 − 𝑤𝑆,𝐿𝐶𝑅𝑆∗𝑖 = Δ𝑄𝑖,𝑅 (B.5)𝑆∗𝑖 + 𝐿∗𝑖 + 𝑄𝑖,𝑅 = 𝐸𝑖 + 𝐷∗𝑖 (B.6)

Note that 𝑤𝑅,𝐿𝐶𝑅 = 1. This is a system of 6 equations and 6 unkwowns (That is, 𝐷𝑖,𝐿𝑖, Δ𝑄𝑖, 𝜆𝐵𝑆 and 𝜆𝐿𝐶𝑅), that is ultimately dependent on 𝑅𝐼𝑇 𝐵 − 𝑅𝐹 , and the functions𝑅𝑖,𝐿(𝐿𝑖), 𝑅𝑖,𝐷(𝐷𝑖). In order to pin the equilibrium, we need to tie the balance sheets
of bank 𝑖 and bank 𝑗 together through the deposit market, the lending market, and the
reserves market.

Given that 𝜆𝐿𝐶𝑅 = 𝑅𝐼𝑇 𝐵 − 𝑅𝐹 , we can characterize the Cournot-Nash quantities
30It can be shown through the dual problem that the LCR constraint is always binding if 𝑅𝐼𝑇 𝐵 > 𝑅𝐹 .
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𝐷∗𝑖 and 𝐿∗𝑖 and the optimal investment in securities 𝑆∗𝑖 as functions of 𝜆𝐵𝑆:𝐿∗𝑖(𝜆𝐵𝑆) = 𝜆𝐵𝑆 − 𝑅𝑖,𝐷(𝐷∗𝑖) − 𝛽𝐷,𝐿𝐶𝑅(𝑅𝐼𝑇 𝐵 − 𝑅𝐹 )𝑅′𝑖,𝐷(𝐷∗𝑖) (B.7)𝑆∗𝑖 (𝜆𝐵𝑆) = 𝑅𝑆 + 𝑤𝑆,𝐿𝐶𝑅(𝑅𝐼𝑇 𝐵 − 𝑅𝐹 ) − 𝜆𝐵𝑆𝜎2𝑆 (B.8)𝐿∗𝑖(𝜆𝐵𝑆) = 𝑅𝑖,𝐿(𝐿∗𝑖) + 𝑤𝐿,𝐿𝐶𝑅(𝑅𝐼𝑇 𝐵 − 𝑅𝐹 ) − 𝜆𝐵𝑆𝜎2𝐿 − 𝑅′𝑖,𝐿(𝐿∗𝑖) (B.9)

Note that as these quantities depend on the inverse demand function faced by the bank
and the equilibrium on the markets, their comparative statics are not entirely straight-
forward as is. We can also characterize 𝜆𝐵𝑆 and Δ𝑄𝑖,𝑅 from 𝐵.6, B.5 and the three
equations characterizing 𝐷∗𝑖 , 𝐿∗𝑖 and 𝑆∗𝑖 :

𝜆∗𝐵𝑆 = 𝑅𝑖,𝐿(𝐿∗𝑖)+𝑤𝐿,𝐿𝐶𝑅(𝑅𝐼𝑇𝐵−𝑅𝐹 )𝜎2𝐿−𝑅′𝑖,𝐿(𝐿∗𝑖) + 𝑅𝑆+𝑤𝑆,𝐿𝐶𝑅(𝑅𝐼𝑇𝐵−𝑅𝐹 )𝜎2𝑆 + 𝑅𝑖,𝐷(𝐷∗𝑖)+𝛽𝐷,𝐿𝐶𝑅(𝑅𝐼𝑇𝐵−𝑅𝐹 )𝑅′𝑖,𝐷(𝐷∗𝑖) + 𝑄𝑖,𝑅 − 𝐸𝑖1𝜎2𝐿−𝑅′𝑖,𝐿(𝐿∗𝑖) + 1𝜎2𝑆 + 1𝑅′𝑖,𝐷(𝐷∗𝑖)
(B.10)Δ𝑄𝑖,𝑅 = 𝛽𝐷,𝐿𝐶𝑅𝐷∗𝑖 − 𝑄𝑖,𝑅 − 𝑤𝐿,𝐿𝐶𝑅𝐿∗𝑖 − 𝑤𝑆,𝐿𝐶𝑅𝑆∗𝑖 (B.11)

From there, it is relatively straightforward to compute the change in balance-sheet
items following an increase in reserves (holding the interbank rate 𝑅𝐼𝑇 𝐵 fixed).

𝜕𝐿∗𝑖𝜕𝑄𝑖,𝑅 = 1𝑅′𝑖,𝐷(𝐷∗𝑖)1𝜎2𝐿−𝑅′𝑖,𝐿(𝐿∗𝑖) + 1𝜎2𝑆 + 1𝑅′𝑖,𝐷(𝐷∗𝑖) (B.12)𝜕𝐿∗𝑖𝜕𝑄𝑖,𝑅 = − 1𝜎2𝐿−𝑅′𝑖,𝐿(𝐿∗𝑖)1𝜎2𝐿−𝑅′𝑖,𝐿(𝐿∗𝑖) + 1𝜎2𝑆 + 1𝑅′𝑖,𝐷(𝐷∗𝑖) (B.13)𝜕𝑆∗𝑖𝜕𝑄𝑖,𝑅 = − 1𝜎2𝑆1𝜎2𝐿−𝑅′𝑖,𝐿(𝐿∗𝑖) + 1𝜎2𝑆 + 1𝑅′𝑖,𝐷(𝐷∗𝑖) (B.14)

Which implies that the borrowed (lent) amount of reserves on the interbank market is
strictly decreasing (increasing) in the quantity of reserves on bank 𝑖’s balance sheet.𝑤𝐿,𝐿𝐶𝑅 − 1 < 𝜕Δ𝑄∗𝑖,𝑅𝜕𝑄𝑖,𝑅 < 𝑤𝑆,𝐿𝐶𝑅 − 1 < 0 (B.15)

Note that we can also show that 𝑆∗𝑖 is an increasing function of the spread 𝑅𝐼𝑇 𝐵 − 𝑅𝐹
and the quantities 𝐷∗𝑖 and 𝐿∗𝑖 are decreasing function of the interbank spread through
tedious yet straightforward calculus that we omit here in the interest of space.
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B.2 Deposit and Loan market
WLOG,wewill describe the deposit market below. The deposit market and the lending
market follow the same algebra, with the difference that 𝛼𝐷 > 0 and 𝛼𝐿 < 0, that is the
demand for deposits increases in the rate paid on deposits and the demand for loans
decreases in the rate charged on loans.
We have

𝐿𝑖 = 𝑒𝛼𝐷𝑅𝑖,𝐷1 + 𝑒𝛼𝐷𝑅𝑖,𝐷 + 𝑒𝛼𝐷𝑅𝑗,𝐷1 − 𝐷𝑖 − 𝐷𝑗 = 11 + 𝑒𝛼𝐷𝑅𝑖,𝐷 + 𝑒𝛼𝐷𝑅𝑗,𝐷
Which yields the inverse demand curve faced by bank 𝑖𝑅𝑖,𝐷 = 1𝛼𝐷 ln( 𝐷𝑖1 − 𝐷𝑖 − 𝐷𝑗 ) (B.16)

Or, rewritten as a function of the interest rate 𝑅𝑗,𝐷𝑅𝑖,𝐷 = 1𝛼𝐷 ln( 𝐷𝑖1 − 𝐷𝑖 (1 + 𝑒𝛼𝐷𝑅𝑗,𝐷)) (B.17)

Crucially, this functional form ensures that 𝑅′𝑖,𝐷 > 0 and that 𝑅′𝑖,𝐿 < 0.
B.3 Interbank (reserves) market
For the interbank market to clear, we must have thatΔ𝑄𝑖,𝑅 = −Δ𝑄𝑗,𝑅
When substituting B.5 into this equation on both sides, we get𝑄𝑖,𝑅 − 𝑄𝑗,𝑅 = (𝐷𝑖 − 𝐷𝑗)𝛽𝐷,𝐿𝐶𝑅 + (𝑆𝑗 − 𝑆𝑖)𝑤𝑆,𝐿𝐶𝑅 + (𝐿𝑗 − 𝐿𝑖)𝑤𝐿,𝐿𝐶𝑅 (B.18)

Lemma 1. Δ𝑄𝑖,𝑅 is a decreasing function of the interbank spread 𝑅𝐼𝑇 𝐵 − 𝑅𝐹 .
Proof. To see that Δ𝑄𝑖,𝑅 is a decreasing function of 𝑅𝐼𝑇 𝐵 − 𝑅𝐹 , take B.5 and replace
the values for 𝐿𝑖, 𝑆𝑖, 𝐷𝑖 using B.1, B.3 and the budget constraint. We can then expressΔ𝑄𝑖,𝑅 as a function of parameters, including the spread 𝑅𝐼𝑇 𝐵 − 𝑅𝐹 . Then, solving
for the derivative of this object w.r.t. 𝑅𝐼𝑇 𝐵 − 𝑅𝐹 using the chain rule yields a negative
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function.Δ𝑄𝑖,𝑅 = 𝛽𝐷,𝐿𝐶𝑅𝐷∗𝑖 − 𝑤𝐿,𝐿𝐶𝑅𝐿∗𝑖 − 𝑤𝑆,𝐿𝐶𝑅𝑆∗𝑖 − 𝑄𝑖,𝑅= (𝑤𝑆,𝐿𝐶𝑅 − 𝑤𝐿,𝐿𝐶𝑅)𝐿∗𝑖 − (𝑤𝑆,𝐿𝐶𝑅 − 𝛽𝐷,𝐿𝐶𝑅)𝐷∗𝑖 − (1 − 𝑤𝑆,𝐿𝐶𝑅)𝑄𝑖,𝑅 − 𝑤𝑆,𝐿𝐶𝑅𝐸𝑖[...]𝜕Δ𝑄𝑖,𝑅𝜕𝑅𝐼𝑇 𝐵 − 𝑅𝐹 ∝ −𝜎2𝑆(𝛽𝐷,𝐿𝐶𝑅 − 𝑤𝐿,𝐿𝐶𝑅)2 − 𝑅′𝑖,𝐷(𝐷∗𝑖 )(𝑤𝑆,𝐿𝐶𝑅 − 𝑤𝐿,𝐿𝐶𝑅)2 − (𝜎2𝐿 − 𝑅′𝑖,𝐿(𝐿∗𝑖 ))(𝑤𝑆,𝐿𝐶𝑅 − 𝛽𝐷,𝐿𝐶𝑅)2𝜕Δ𝑄𝑖,𝑅𝜕𝑅𝐼𝑇 𝐵 − 𝑅𝐹 < 0
Q.E.D.

Since Δ𝑄𝑖,𝑅 is a decreasing function of 𝑅𝐼𝑇 𝐵 − 𝑅𝐹 , and since the sign of Δ𝑄𝑖,𝑅 andΔ𝑄𝑗,𝑅 are opposite, it is clear that when 𝑅𝐼𝑇 𝐵 − 𝑅𝐹 moves, the two quantities |Δ𝑄𝑖,𝑅|
and |Δ𝑄𝑗,𝑅| move in opposite directions. Therefore, the interest rate 𝑅𝐼𝑇 𝐵 − 𝑅𝐹 moves
to ensure market-clearing, tying the two balance sheet together through the interbank
market. This is very intuitive: as the interbank spread increases, a borrowing bank
would want to borrow more but a lending bank would want to lend more.

B.4 Comparative statics
We now have all of the ingredients needed to give an intuition for the effect of the
following monetary easing policies:

1. Large Scale Asset Purchases when banks are the final counterparty to the pur-
chases

2. Large Scale Asset Purchases when non-banks are the final counterparty to the
purchases

B.4.1 LSAP with bank 𝑖 as the final counterparty
A LSAP transaction with bank 𝑖 as a final counterparty to the transaction is akin to
injecting a quantity of reserves Δ𝑄𝑖,𝑅 into the balance sheet of bank 𝑖.

This leads to an increase in 𝐷∗𝑖 , a decrease in 𝐿∗𝑖 . This is reciprocated on bank 𝑗
balance sheet by a decrease in 𝐷∗𝑗 as it loses market share and an increase in 𝐿∗𝑗 as it
gains market share. Both banks decrease their security holdings 𝑆 and the interbank
rate 𝑅𝐼𝑇 𝐵 adjusts downwards as a result of the improvement in the liquidity situation.

Proposition 1. Injecting Δ𝑄𝑖,𝑅 reserves into Bank 𝑖’s balance sheet results in
• An increase in deposits of size Δ𝐿𝑖 with 0 < Δ𝑄𝑖,𝑅𝑅′𝑖,𝐷(𝐷∗𝑖)1𝜎2𝐿−𝑅′𝑖,𝐿(𝐿∗𝑖) + 1𝜎2𝑆 + 1𝑅′𝑖,𝐷(𝐷∗𝑖) < Δ𝐿𝑖
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• A decrease in lending of size Δ𝐿𝑖 with Δ𝐿𝑖 with 0 < −Δ𝐿𝑖 < Δ𝑄𝑖,𝑅𝜎2𝐿−𝑅′𝑖,𝐿(𝐿∗𝑖)1𝜎2𝐿−𝑅′𝑖,𝐿(𝐿∗𝑖) + 1𝜎2𝑆 + 1𝑅′𝑖,𝐷(𝐷∗𝑖)
• A decrease in securities holdings of sizeΔ𝑆𝑖 with 0 < Δ𝑄𝑖,𝑅𝜎2𝑄1𝜎2𝐿−𝑅′𝑖,𝐿(𝐿∗𝑖) + 1𝜎2𝑆 + 1𝑅′𝑖,𝐷(𝐷∗𝑖) < −Δ𝑆𝑖
• A decrease in the interbank spread 𝑅𝐼𝑇 𝐵 − 𝑅𝐹 .

Conversely, bank 𝑗 balance sheet changes in the following way:

• Deposits decrease by a less than proportional amount, −Δ𝐿𝑗 < Δ𝐿𝑖
• Lending increases by a less than proportional amount Δ𝐿𝑗 < −Δ𝐿𝑖
• Securities holdings decrease by a less than proportional amount −Δ𝑆𝑗 < −Δ𝑆𝑖

As a result, the expansion in reserves leads to a growth in deposits and crowds out
lending and securities from the balance sheet of the banking system.

Proof. Let us show WLOG the proof for Deposits 𝐷𝑖 and 𝐷𝑗. With trivial substitutions,
the proof applies for lending and securities holdings.

Given the derivative of 𝐷∗𝑖 w.r.t. the reserve endowment 𝑄𝑖,𝑅, holding the interbank
rate fixed an increase of endowment of size Δ𝑄𝑖,𝑅 leads to an increase in deposits of
size Δ𝑄𝑖,𝑅𝑅′𝑖,𝐷(𝐷∗𝑖)1𝜎2𝐿−𝑅′𝑖,𝐿(𝐿∗𝑖) + 1𝜎2𝑆 + 1𝑅′𝑖,𝐷(𝐷∗𝑖)
This, in turn, leads to an imbalance on the interbankmarket. Indeed, fromB.15, 𝜕Δ𝑄𝑖,𝑅𝜕𝑄𝑖,𝑅 <0 And assuming that the interbankmarket cleared before the reserve injection, wemust
now have that Δ𝑄𝑖,𝑅 < −Δ𝑄𝑗,𝑅
Suppose that Δ𝑄𝑖,𝑅 was negative (bank 𝑖 lent on the interbank market). After the
reserve injection, Δ𝑄𝑖,𝑅 < −Δ𝑄𝑗,𝑅, which means that bank 𝑖 lends more than what
bank 𝑗 requires. There is excess lending on the interbank market and the interbank
spread needs to adjust for the market to clear. A decrease in the interbank spread𝑅𝐼𝑇 𝐵 − 𝑅𝐹 leads to an increase in the quantity borrowed by bank 𝑗, (hence a decrease in−Δ𝑄𝑗,𝑅) and to a decrease in the quantity lent by bank 𝑖 (hence an increase in Δ𝑄𝑖,𝑅).
Since Δ𝑄∗𝑖,𝑅 is a continuous function of 𝑅𝐼𝑇 𝐵 − 𝑅𝐹 , the intermediate value theorem
yields that there must be a new equilibrium in the interbank market31 for some rate𝑅′𝐼𝑇 𝐵 < 𝑅𝐼𝑇 𝐵. If Δ𝑄𝑖,𝑅 was positive (bank 𝑖 borrows on the interbank market), the
same argument runs its course: After the reserve injection bank 𝑖 borrows less than

31Which implies optimality for balance-sheet quantities on either side.
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bank 𝑗 offers, which leads to the same imbalance (there is excess lending on the inter-
bank market). Therefore the spread must adjust downwards.

As 𝐷∗𝑖 is a negative function of the spread, a decrease in the spread must lead to a
further increase in 𝐷∗𝑖 . As such, Δ𝑄𝑖,𝑅𝑅′𝑖,𝐷(𝐷∗𝑖)1𝜎2𝐿−𝑅′𝑖,𝐿(𝐿∗𝑖) + 1𝜎2𝑆 + 1𝑅′𝑖,𝐷(𝐷∗𝑖) < Δ𝐿𝑖
Let us now show that −Δ𝐿𝑗 < Δ𝐿𝑖. First, note that B.17 rewrites

𝐷∗𝑗 = 𝑒𝛼𝐷𝑅𝑗,𝐷1 + 𝑒𝛼𝐷𝑅𝑗,𝐷 (1 − 𝐷∗𝑖)
Which clearly yields −1 < 𝜕𝐿∗𝑗𝜕𝐿∗𝑖 < 0. Therefore, an increase in 𝐷∗𝑖 results in a less
than proportional decrease in 𝐷∗𝑗 before accounting for the effects of the change in
the interbank rate. It turns out that the change in the interbank rate only reinforces
this further, as the interbank spread decreased and 𝐷∗𝑗 is a decreasing function of the
interbank spread.

Q.E.D.

B.4.2 LSAP with non-bank as the final counterparty

Such a transaction is equivalent to injecting Δ𝑄𝑖,𝑅 into bank 𝑖 balance sheet as well as
increasing the size of the deposit market by Δ𝑄𝑖,𝑅, such that �̄� = 1 + Δ𝑄𝑖,𝑅.

This results in an increase in lending and deposit take-up in equilibrium, as bank 𝑗
increases its lending

Injection of reserves alone (+𝑄𝑖,𝑅, akin to QE with Bank as a counterparty): total
deposits increase, total lending decrease, total security holdings decrease. 𝐷𝑖 increases,𝐷𝑗 decreases, 𝐿𝑖 decreases, 𝐿𝑗 increases, both 𝑆𝑖 and 𝑆𝑗 decrease.
Injection of reserves and deposits (+𝑄𝑖,𝑅, +�̄�, akin to QE with Non-Bank as a coun-
terparty): total deposits increase, effect on lending unclear, total security holdings de-
crease. 𝐷𝑖 increases, 𝐷𝑗 unclear, 𝐿𝑖 unclear, 𝐿𝑗 increases, 𝑆𝑖 decreases and 𝑆𝑗 unclear.
Injection of reserves and equity (+𝑄𝑖,𝑅, +𝐸𝑖, akin to TLTRO): total deposits decrease,
total lending increases, total security holdings increase. 𝐷𝑖 decreases, 𝐷𝑗 increases, 𝐿𝑖
increases, 𝐿𝑗 decreases, 𝑆𝑖 increases and 𝑆𝑗 increases.

Fundamentally, the big tension in this model is between balance sheet space (the
cost of which is captured by 𝜆𝐵𝑆) and necessary liquidity coverage (the cost of which is
captured by𝜆𝐿𝐶𝑅 = 𝑅𝐼𝑇 𝐵 −𝑅𝑓). Profit opportunities are limited by increasingly costly
funding from deposits, and scarce lending opportunities. As such, injecting reserves
takes up balance sheet space, which leads to a crowding out of lending and deposit-

51



taking activities. The interbank rate clears the market, and is directly decreasing in the
quantity of reserves in the system. When injecting reserves in a way that also increases
the size of the balance sheets (TLTRO or QE with nonbanks), the negative effect on
lending is alleviated, but there might be some crowding out of other balance sheet
elements: TLTRO crowds out deposits, which means that when the policy end, banks
might face funding issues. A dynamic model with sticky deposits and lending might
be informative on the effect of QT/reversing the policies.

C Computation of thederivative of the regulatory shadow
costs

Wedrop the time subscripts to reduce notational clutter. Note that the regulatory ratios
are defined as

𝑟𝑎𝑡𝑖𝑜𝑖,𝐿𝐸𝑉 = 1𝛿𝑖,𝐿𝐸𝑉 𝐸𝑖∑𝑗 𝑤𝐿𝐸𝑉 ,𝑗𝐴𝑖𝑗 + �̂�𝑖 + 1Δ𝑄𝑖,𝑅>0Δ𝑄𝑖,𝑅 (C.19)𝑟𝑎𝑡𝑖𝑜𝑖,𝐶𝐸𝑇 1 = 1𝛿𝑖,𝐶𝐸𝑇 1 𝐸𝑖∑𝑗 𝑤𝐶𝐸𝑇 1,𝑗𝐴𝑖𝑗 (C.20)

𝑟𝑎𝑡𝑖𝑜𝑖,𝑁𝑆𝐹 = ∑𝑗 𝛽𝑗,𝑁𝑆𝐹 𝐿𝑖𝑗 + 𝛽𝐸,𝑁𝑆𝐹 𝐸𝑖∑𝑗 𝑤𝑗,𝑁𝑆𝐹 𝐴𝑖𝑗 (C.21)

𝑟𝑎𝑡𝑖𝑜𝑖,𝐿𝐶𝑅 = ∑𝑗 𝑤𝑗,𝐿𝐶𝑅𝐴𝑖𝑗 + 𝑄𝑖,𝑅 + 𝑤𝑅2,𝐿𝐶𝑅Δ𝑄𝑖,𝑅∑𝑗 𝛽𝑗,𝐿𝐶𝑅𝐿𝑖𝑗,𝐿𝐶𝑅 + 𝛽𝐸,𝐿𝐶𝑅𝐸𝑖 (C.22)

where we set the 𝛿𝐿𝐸𝑉 = 0.0332 and 𝛿𝐶𝐸𝑇 1 = 0.06 and risk weights are specified in
Appendix 2.

Agents fully internalize the endogenous impact that their balance sheet activitymay
have on the shadow cost of regulation. This means𝜕𝜆𝑖𝑘𝜕𝑋𝑖𝑗 = 𝜕𝜆𝑖𝑘𝜕𝑟𝑎𝑡𝑖𝑜𝑖𝑘 𝜕𝑟𝑎𝑡𝑖𝑜𝑖𝑘𝜕𝑋𝑖𝑗 (C.23)

Obtaining the first term is easy. For example, when 𝜆𝑖𝑘𝑡 = �̄�𝑘𝑒(1−𝑟𝑎𝑡𝑖𝑜𝑖𝑘), then
𝜕𝜆𝑖𝑘𝜕𝑟𝑎𝑡𝑖𝑜𝑖𝑘 = −𝜆𝑘𝑒(1−𝑟𝑎𝑡𝑖𝑜𝑖𝑘)

32This is a binding minimum requirment for all the banks. However, it may be higher for G-SIIs.https:
//www.bankingsupervision.europa.eu/banking/srep/html/lrp2g.en.html
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where 𝑟𝑎𝑡𝑖𝑜𝑖𝑘 corresponds to the regulatory ratio 𝑘 in question and the derivative is
evaluated at the corresponding value of that ratio for bank 𝑖 (at time 𝑡).

However, the second term in Eq. (C.23) depends on the identity of the balance
sheet item 𝑋𝑗 and which regulatory ratio 𝑘 we refer to. For assets side items 𝐴𝑖𝑗

𝜕𝑟𝑎𝑡𝑖𝑜𝑖,𝐿𝐸𝑉𝜕𝐴𝑖𝑗 = −𝑟𝑎𝑡𝑖𝑜𝑖,𝐿𝐸𝑉 𝑤𝑗,𝐿𝐸𝑉∑𝑗 𝑤𝑗,𝐿𝐸𝑉 𝐴𝑖𝑗 + �̂�𝑖 + 1Δ𝑄𝑖,𝑅>0Δ𝑄𝑖,𝑅𝜕𝑟𝑎𝑡𝑖𝑜𝑖,𝐶𝐸𝑇 1𝜕𝐴𝑖𝑗 = −𝑟𝑎𝑡𝑖𝑜𝑖,𝐶𝐸𝑇 1 𝑤𝑗,𝐶𝐸𝑇 1∑𝑗 𝑤𝑗,𝐶𝐸𝑇 1𝐴𝑖𝑗𝜕𝑟𝑎𝑡𝑖𝑜𝑖,𝑁𝑆𝐹𝜕𝐴𝑖𝑗 = −𝑟𝑎𝑡𝑖𝑜𝑖,𝑁𝑆𝐹 𝑤𝑗,𝑁𝑆𝐹∑𝑗 𝑤𝑗,𝑁𝑆𝐹 𝐴𝑖𝑗𝜕𝑟𝑎𝑡𝑖𝑜𝑖,𝐿𝐶𝑅𝜕𝐴𝑖𝑗 = 𝑤𝑗,𝐿𝐶𝑅∑𝑗 𝛽𝑗,𝐿𝐶𝑅𝐿𝑖𝑗 + 𝛽𝐸,𝐿𝐶𝑅𝐸𝑖
For liability items 𝐿𝑖𝑗𝜕𝑟𝑎𝑡𝑖𝑜𝑖,𝐿𝐸𝑉𝜕𝐿𝑖𝑗 = 0𝜕𝑟𝑎𝑡𝑖𝑜𝑖,𝐶𝐸𝑇 1𝜕𝐿𝑖𝑗 = 0𝜕𝑟𝑎𝑡𝑖𝑜𝑖,𝑁𝑆𝐹𝜕𝐿𝑖𝑗 = 𝛽𝑗,𝑁𝑆𝐹∑𝑗 𝑤𝑗,𝑁𝑆𝐹 𝐴𝑖𝑗𝜕𝑟𝑎𝑡𝑖𝑜𝑖,𝐿𝐶𝑅𝜕𝐿𝑖𝑗 = −𝑟𝑎𝑡𝑖𝑜𝑖,𝐿𝐶𝑅 𝛽𝑗,𝐿𝐶𝑅∑𝑗 𝛽𝑗,𝐿𝐶𝑅𝐿𝑖𝑗,𝐿𝐶𝑅 + 𝛽𝐸,𝐿𝐶𝑅𝐸𝑖
For traded reserves Δ𝑄𝑖𝜕𝑟𝑎𝑡𝑖𝑜𝑖,𝐿𝐸𝑉𝜕Δ𝑄𝑖 = −𝑟𝑎𝑡𝑖𝑜𝑖,𝐿𝐸𝑉 1Δ𝑄𝑖,𝑅>0∑𝑗 𝑤𝑗,𝐿𝐸𝑉 𝐴𝑖𝑗 + �̂�𝑖 + 1Δ𝑄𝑖,𝑅>0Δ𝑄𝑖,𝑅𝜕𝑟𝑎𝑡𝑖𝑜𝑖,𝐶𝐸𝑇 1𝜕Δ𝑄𝑖 = 0𝜕𝑟𝑎𝑡𝑖𝑜𝑖,𝑁𝑆𝐹𝜕Δ𝑄𝑖 = 0𝜕𝑟𝑎𝑡𝑖𝑜𝑖,𝐿𝐶𝑅𝜕Δ𝑄𝑖 = 1∑𝑗 𝛽𝑗,𝐿𝐶𝑅𝐿𝑖𝑗 + 𝛽𝐸,𝐿𝐶𝑅𝐸𝑖

Let us then analyze the case with estimated slopes for scaled 𝜆. That is when 𝜆𝑖𝑘𝑡 =�̄�𝑘𝑒𝜉𝑘(1−𝑟𝑎𝑡𝑖𝑜𝑖𝑘), then
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𝜕𝜆𝑖𝑘𝜕𝑟𝑎𝑡𝑖𝑜𝑖𝑘 = −𝜉𝑘𝜆𝑘𝑒𝜉𝑘(1−𝑟𝑎𝑡𝑖𝑜𝑖𝑘)
The second part of the product in Equation (C.23) is as before.

D Granular instrumental variables for logit demandmar-
kets

In the corporate lending market, we can rewrite the market share as

log(𝐿𝑖,𝑛𝑡) = 𝛼𝐿𝑟𝐿,𝑖,𝑛𝑡 + 𝛽𝑋𝐿,𝑖,𝑛𝑡 + 𝜉𝐿,𝑖,𝑛𝑡 + log(𝐿0,𝑛𝑡),
where 𝐿0,𝑛𝑡 is proportional to the sum of the exponentials of the utilities of all banks:𝐿0,𝑛𝑡 ∝ 1∑𝑘 exp(𝛼𝐿𝑟𝐿𝑘,𝑛𝑡 + 𝛽𝑋𝐿,𝑘,𝑛𝑡 + 𝜉𝐿,𝑘,𝑛𝑡)
This formulation implies that for any bank 𝑘 ≠ 𝑖, the idiosyncratic demand shocks𝜉𝐿,𝑘,𝑛𝑡 serve as valid instruments for the price, as they exogenous to the own demand
shock

E[𝜉𝐿,𝑘≠𝑖,𝑛𝑡𝜉𝐿,𝑖,𝑛𝑡] = 0
To construct an exogenous shock proxy, we use a market-share weighted sum of

these shocks: �̂�𝑖,𝐿,𝑛𝑡 = ∑𝑘≠𝑖 ̄𝑠𝑘,𝑡−1𝜉𝐿,𝑘,𝑛𝑡,
where ̄𝑠𝑡−1 represents the lagged market shares . These aggregated shocks can be di-
rectly utilized as instruments in own-market estimations and can also be employed as
instruments after re-weighting in cross-market estimations.

D.1 Algorithm
To estimate the unobservable shock on product 𝑖 in market 𝑗, 𝜉𝑖,𝑗,𝑡, we adopt a sequen-
tial estimation approach. First, we perform simple logit regressions for each demand
market using the equation

log(𝑠𝑖𝑗𝑡) − log(𝑠0𝑗𝑡) = 𝛼𝑗𝑟𝑖𝑗𝑡 + 𝛽𝑋𝑖𝑗𝑡 + 𝜉𝑖𝑗𝑡.
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From these regressions, we recover the estimated demand shocks ̂𝜉𝑖𝑗𝑡, potentially ad-
justed for time and bank fixed effects. This will provide a set of biased 𝜉𝑖,𝑗,𝑡, as well
as biased demand elasticities. While 𝜉𝑘≠𝑖,𝑗,𝑡 are biased, they still remain valid and ex-
ogenous instruments for 𝑟𝑖,𝑗,𝑡 and more generally for 𝑟𝑖,𝑙≠𝑗,𝑡. We then construct the
instrument vector ̂𝑧𝑖𝑗𝑡 from the aggregated shocks �̂�𝑖,−𝑗,𝑡 and proceed to estimate the
market model using the standard Berry, 1994 logit framework with these instruments.
This method ensures robust identification of demand elasticities by leveraging the ex-
ogenous variation from competing banks’ demand shocks.

To recover the unobservable 𝜉𝑖,𝑗,𝑡 in logit demand markets, we implement the fol-
lowing sequential estimation steps:

1. Logit Regressions: Estimate simple logit regressions for each demand market
using the basic logit equation:

log(𝑠𝑖𝑗𝑡) − log(𝑠0𝑗𝑡) = 𝛼𝑗𝑟𝑖𝑗𝑡 + 𝛽𝑋𝑖𝑗𝑡 + 𝜉𝑖𝑗𝑡.
2. Recover Demand Shocks: Obtain the estimated demand shocks ̂𝜉𝑖𝑗𝑡 , adjusting

for time and bank fixed effects.

3. Construct the Instrument Vector: �̂�𝑖,𝑗,𝑡 = ∑𝑘≠𝑖 ̄𝑠𝑘,𝑡−1 ̂𝜉𝐿,𝑘,𝑛𝑡
4. Build the instrument vector: ̂𝑧𝑖𝑗𝑡 from the cross-market shocks �̂�𝑖,−𝑗,𝑡
5. Estimate the Market Model: Estimate the demand system in market 𝑗 using the

instrument vector �̂�𝑗,𝑡 and the matrix ̂𝑍−𝑗,𝑡 as instruments.

E Recipe for counterfactuals
This section details the computation process of the counterfactuals. We start by outlin-
ing the gist of the process, and then describe the details of the algebra for each step.

The process consists in 6 steps, and iterates over step 1-5.

0. Fix the shock – be it a change in the structural parameters, a change in the regu-
latory constraints, a change in the quantity of reserves, etc.

1. Guess assets A and liabilities L. From the guess, compute traded reserves equi-
librium �QR.

2. Compute the marginal cost for each bank-level item using the vector guessed as-
sets and liabilities {𝐴, 𝐿} and the computed reserves equilibrium �QR
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3. Compute𝜆𝐵𝑆, the vector of estimated �̂�𝐵𝑆,𝑖, by taking for 𝑗 ∈ 𝒥 �{𝐿𝑜𝑎𝑛𝑠, 𝐷𝑒𝑝𝑜𝑠𝑖𝑡𝑠}
�̂�𝐵𝑆,𝑖 = ∑𝑗 𝑀𝐶𝑖,𝑗 − 𝑀𝑅𝑖,𝑗|𝒥 � {𝐿𝑜𝑎𝑛𝑠, 𝐷𝑒𝑝𝑜𝑠𝑖𝑡𝑠}|𝑖

4. Find themarket rates for each 𝑗 ∈ {𝐿𝑜𝑎𝑛𝑠, 𝐷𝑒𝑝𝑜𝑠𝑖𝑡𝑠}, that ensure𝑀𝐶𝑖,𝑗 −𝑀𝑅𝑖,𝑗 =�̂�𝐵𝑆,𝑖
5. For 𝑗 ∈ 𝒥 � {𝐿𝑜𝑎𝑛𝑠, 𝐷𝑒𝑝𝑜𝑠𝑖𝑡𝑠}, compute the quantities solving �̂�𝐵𝑆,𝑖 = 𝑀𝐶𝑖,𝑗 −𝑀𝑅𝑖,𝑗.

For 𝑗 ∈ {𝐿𝑜𝑎𝑛𝑠, 𝐷𝑒𝑝𝑜𝑠𝑖𝑡𝑠}, compute the demand-side quantities implied by the
market rates (from the market equilibrium).

6. Update the initial guess using the quantities Â, L̂ computed in step 5 and the
Jacobian of the functions defining steps 1-5. This yields an updated guess {A′,L′}
Iterate over until convergence (i.e. {A,L} = {A′,L′} ).

E.1 Reserves market equilibrium
Recall that we start from a guess {A,L}.
In this section, we compute the traded reserves equilibrium ΔQ.

For the purpose of Jacobian computation to update the guess, we can write down
this step as a function 𝑓1 ∶ {A,L} ↦ {A,L, ΔQ}
E.2 Marginal cost computation
In this section, we compute the marginal costs from the quantities A,L, ΔQ.

For the purpose of Jacobian computation to update the guess, we can write down
this step as a function𝑓2 ∶ {A,L, ΔQ} ↦ {A,L, ΔQ,MCA,MCL}
E.3 Balance sheet cost computation
For the purpose of Jacobian computation to update the guess, we can write down this
step as a function𝑓3 ∶ {A,L, ΔQ,MCA,MCL} ↦ {A,L, ΔQ,MCA,MCL, �̂�𝐵𝑆}
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E.4 Rates for deposits and loans
For the purpose of Jacobian computation to update the guess, we can write down this
step as a function𝑓4 ∶ {A,L, ΔQ,MCA,MCL, �̂�𝐵𝑆} ↦ {MCA,MCL,MRA,MRL, �̂�𝐵𝑆}
E.5 Quantities implied by the model
For the purpose of Jacobian computation to update the guess, we can write down this
step as a function 𝑓5 ∶ {MCA,MCL,MRA,MRL, �̂�𝐵𝑆} ↦ {A,L}
E.6 Iteration
By the chain rule, we can define a function 𝑓 ∶ {A,L} ↦ {A′,L′} where𝑓 = 𝑓1 ∘ 𝑓2 ∘ 𝑓3 ∘ 𝑓4 ∘ 𝑓5
The Jacobian of this function follows:𝐽𝑓 = 𝐽𝑓1 × 𝐽𝑓2 × 𝐽𝑓3 × 𝐽𝑓4 × 𝐽𝑓5

A fixed-point of the function 𝑓 , that is 𝑓({A,L}) = {A,L} defines an equilibrium
of the system.

We can use the Jacobian to speed up the computation of the fixed-point algorithm.

F Data Appendix
F.1 ECB data warehouse
We collect interest rate series, banking spreads, country-specific interest rates for house-
hold deposits, mortgages, corporate loans, and corporate deposits. Specifically, we
gather the volumes on the interbank market, the EURIBOR interest rates, the policy
rate, and various other interest rates from the MIR dataset. We collect the money mar-
ket volumes and rates using the EONIA andMMS/MMSR datasets, and recover the ag-
gregate balance sheet exposures of the financial sector from the SHS/S, BSI and C/SEC
datasets. All of these series are updated using themost recent data available at the date
this paper is written.
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F.2 Banque de France
The Banque de France has provided us with several key regulatory datasets that we
can merge together using bank-level identifiers. All datasets are anonymised by the
Banque de France, and the last period of observation is Q4 2021. While the starting
date for available data differs between dataset, we have chosen to start data collection
on Q1 2013 for two main reasons: First, this ensures that we have data points in every
single dataset provided by the Banque de France during the whole time period. Sec-
ond, this start date is just before Basel III regulation was released. At this point in time,
the specifics of the regulation were common knowledge, and it seems reasonable to as-
sume that banks were forward-looking enough to start considering Basel III regulation
in their decision-making. Such an assumption is crucial for our empirical setup. To
reconstitute the balance sheet of the bank, we merge the different datasets available to
us and aggregate the data items into 12 mutually exclusive categories on the asset side
and 12 mutually exclusive categories on the liability side. The high degree of granu-
larity of our data allows us to choose among different level of aggregation for balance
sheet items, the trade-off being that we want to keep the model parsimonious while
only bundling together balance sheet items that have similar characteristics. These cat-
egories are presented in Table A3. We exclude the off-balance sheet items at the time
being to preserve the simplicity of the analysis.

F.2.1 New loans – CONTRAN

The dataset reports detailed information on new loans issued by banks, on a monthly
basis. It provides data on interest rates and volumes, but does not include information
on the outstanding credit of the borrower. We use this dataset to compute interest rates
for new loans in the preliminary regressions, as well as the size of the outside market
share in the mortgage and corporate lending markets.

F.2.2 Credit registry – SCR

We observe all outstanding credit provided to private firms (approximately 1.5 million
unique firms) and local public administrations (approximately 2100 unique adminis-
trations) for every bank-borrower relationship, as long as the total exposure of the bank
– including credit lines – stands above 25,000 €. We define outstanding credit in quarter𝑡 as the average over the 3 months of the quarter. The dataset includes municipal-level
geographic information on the borrower, which we use to compute instrumental vari-
ables. We use this dataset in section 4 to run a reduced form analysis à la Khwaja and
Mian (2008).
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F.2.3 Deposits and Loans databases – INTENCO,INTEDEPO,iMIR

These datasets are part of the reporting framework of the Banque de France or the Eu-
ropean Central Bank. We observe the volume and rates, at amonthly level, for different
loans and deposit products offered by banks. We aggregate these at a quarterly level,
taking the volume-weighted interest rate as the rate for the quarter. The iMIR dataset
provides us with curated interest rates for a subsample of banks, while the INTENCO
and INTEDEPO dataset

F.2.4 Interbank Exposures – ITB

We recover the interbank exposures from the ITB datasets. This allows us to compute
the net position on the interbank market of individual banks, from which we exclude
the intra-group credit positions – we take intra-group credit as out of the decision mak-
ing of the bank, akin to an exogenous shift to bank equity on the liability side and to
central bank reserves on the asset side.

F.2.5 Securities Holdings Statistics – SHS

Weuse a granular version of the SHSdataset thatwasmade available to us at the French
level, to compute the aggregate balance sheet positions of every sector of the French
economy in specific assets categories. Specifically, we use this to compute the outside
share on the deposit markets for household and non-financial corporations, by aggre-
gating their holdings of highly liquid assets such as money market fund shares or gov-
ernment bonds. We also use SHS to gauge the share of balance sheet expanding QE
transactions – where nonbanks are the counterparty to the central bank – and find re-
sults in line with Rogers (2022).

F.3 Rates
We approximate the interest rate for the central bank reserves as ECB deposit facility
rate, for the government securities as the 10-year government bond yield on 19-Euro
Area countries (FRED ticker IRLTLT01EZM156N), for the long-term wholesale fund-
ing and the other liabilities as the yield of ICE BofA Euro Financials Corporate Bond
Index (LSEG ticker .MEREB00), for the other assets the yield of iBoxx Euro Corporates
Bond index (LSEG ticker IBBEU003D).

F.4 Bureau van Dijk’s BankFocus
We exploit the BankFocus dataset’s extensive coverage of bank balance sheet data from
Europe at the yearly level. One of the main downside of this dataset is that it often
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Assets Liabilities
Equity Investment Demand deposits of non-households
Loans to financial corporations Demand deposits of households
Mortgage loans to non-financial corporations Time deposits of non-financial corporations
Mortgage loans to households Time deposits of households
Long term loans to non-financial corporations Saving accounts of NFCs
Long term loans to households Saving accounts of households
Short term loans to non-households Locked saving accounts of NFCs
Short term loans to households Locked saving accounts of households
Fixed Income Central bank funding
Money market lending Money market borrowing
T-Bills Other liabilities
Other asset Core Equity
Reserves Additional Equity

Table A3: Standardized balance sheet for French data
Notes: This Table illustrate the standardized balance sheet of the French bank in our data. We write the
name of the balance sheet item in italics to distinguish between markets where we model the demand
side of the market and bank market power and the markets where we do not. Moreover, we write the

name of the balance sheet item in bold if the item is exogenous in the optimization problem.

reports the subsidiary banks as separate entities, without providing indicators as to
which banks belong to the same banking group. To avoid double counting of bank
assets, we focus on the 152 most important banks in the Eurozone. We choose these
banks by collecting from the European Banking Authority (henceforth EBA) the list of
all the banks that have taken part in EBA’s stress tests between 2014-2023.33 Legal entity
identifiers (LEI) allowus tomatch 146 of these banks to BankFocus data. To account for
the few duplicates, absent other information, we use the observation that reports the
largest bank assets34. If the values of total assets are equal, but the same does not hold
for other variables, we average the values between the duplicates to generate unique
observations for that bank-year pair. We merge the data and divide the balance sheet
items into 5 mutually exclusive categories on the asset side and 5 mutually exclusive
categories on the liability side. We exclude the off-balance sheet items for simplicity.
These categories are presented in Table A4.

F.5 Additional details about Banque de France data
Here we list different data tables that we have at our disposal from Banque de France
and what they contain.

33The stress test in 2014 took part 123 banks, while in the latter years the number of bankswas generally
around 50, at which point they cover about 70% of EU bank assets. The banks in the sample cover around
85% of total bank assets in Eurozone.

34The exception is HSBC and Barclays, where we take the continental Europe entity as the entity of
interest instead of the banking group.
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Assets Liabilities
Household loans Customer deposits
Corporate loans Bank deposits
Government securities Long term borrowing
Other Assets Other liabilities
Reserves Equity

Table A4: Standardized balance sheet for European data
Notes: This Table illustrate the standardized balance sheet of the European bank groups in our data.

We write the name of the balance sheet item in italics to distinguish between markets where we model
the demand side of the market and bank’s market power and the markets where we do not. Moreover,
we write the name of the balance sheet item in bold if the item is exogenous for banks’ balance sheet

optimization.

1. SHS-France: This database contains detailed security by security holdings by
sectors (Banks, Households, etc.) in France. It includes information on the price
and characteristics of these securities.

2. M-INTDEPO: This databases reports bank-by-bank aggregate amounts for de-
posit products and the related monthly interest rate flows. This allows for the
computation of interest rates paid by French banks on their deposit products.

3. M-INTENCO: This databases reports bank-by-bank aggregate amounts for lend-
ing products and the related monthly interest rate flows. This allows for the com-
putation of interest rates charged by French banks on their lending products.

4. IMIR-ENCOURS: This database reports bank-by-bank aggregate lending, and
interest rate flows.

5. M-RESEAUG: This database reports aggregate lending and deposits for bank
branches, for various counterparty categories. It specifically includes loans to
state entities.

6. ITB-nRESI-EC, ITB-RESID-EC: Reports exposures (both in Euro and in foreign
currencies) to interbank lending and deposits, both towards central bank and to-
wards other credit institutions. The ITB-RESID-EC dataset distinguishes between
secured and unsecured products.

7. M-TITPRIM: Reports bank-by-bank aggregate holdings for different security and
counterparty types. Both the accounting value and the market value of the assets
can be observed in the dataset.

8. ENGAG-INT: The database reports the international exposure of the bank, country-
by-country, instrument-by-instrument.
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9. M-CONTRAN: New euro-denominated credit contracts issued by French banks
concludedwith individuals, non-financial companies, sole proprietors, non-profit
institutions and local public administrations. A new contract is defined as any
new loan or any old contract that has been bought by the bank during the period.
The database provides the amount and the interest rates of the reported loans,
and provides a unique loan identifier that allows tracking a specific loan over
time.

10. COTA: The dataset reports the company ratings issued by the Banque de France,
which in combinationwith the credit registry allows to gauge the riskyness of the
lending portfolio of banks.

11. NCE: Subsample of new lending contracts matched with data on the borrowing
companies (size, credit risk).

12. SCR: Credit registry. Collects data on borrowers with exposure above 25,000
euros towards banks operating in France. It reports outstanding amount of credit,
interest rates, as well as the geographic location of borrowers.

13. SITUATION-EC: bank balance sheets items obtained from bank regulatory fil-
ings. Provides a summary of activities by operation and geographical area.

14. M-SITMENS: Monthly aggregate bank balance sheets items. The level of detail
is lower than in the SITUATION-EC dataset.

F.6 Additional details about European level data cleaning
F.6.1 Excluding the non-European assets and liabilities from bank balance sheets

Some banks in our sample are very international. To generate a bank-level dataset
where bank balance sheets are purged from asset and liability holdings based outside
of Europe we use data from EBA EU-wide stress testing35. These data contain gran-
ular reporting of the risk exposure of each stress-tested bank’s assets at the end of
the previous year that stress test was conducted. We utilize data on stress tests from
2014, 2016, 2018, 2021 and 2023. In each of these years, 123, 51, 48, 50, and 70 banks
were tested, respectively. Under the assumption that the bank’s share of total risk ex-
posure of holdings held within Europe is proportional to the share of total assets held
in Europe, we can use these data to determine what fraction of the bank’s assets are
invested in Europe versus abroad. Then, we can scale banks’ balance sheets in our
BankFocus sample with the fraction of total assets that the bank holds in Europe. So,
to be precise for asset item 𝑗 in bank 𝑖’s balance sheet held in Europe is defined as

35https://www.eba.europa.eu/risk-and-data-analysis/risk-analysis/eu-wide-stress-testing
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𝐴𝐸𝑢𝑟𝑜𝑝𝑒𝑖𝑗 = 𝐴𝑇 𝑜𝑡𝑎𝑙𝑖𝑗 × (1 − 𝑠ℎ𝑎𝑟𝑒 𝑜𝑓 𝑓𝑜𝑟𝑒𝑖𝑔𝑛 𝑎𝑠𝑠𝑒𝑡𝑠𝑖) where 𝐴𝑇 𝑜𝑡𝑎𝑙𝑖𝑗 is the total reported
amount in annual report while 𝑠ℎ𝑎𝑟𝑒 𝑜𝑓 𝑓𝑜𝑟𝑒𝑖𝑔𝑛 𝑎𝑠𝑠𝑒𝑡𝑠𝑖 is calculated from stress test
data. Note that for simplicity, we assume that this bank’s aggregate level distinction
between European and non-European assets is also reflected at the sub-item level.

Unfortunately, this stress test data does not contain information about how each
bank’s liability base is shared among countries in Europe or abroad. To overcome this
limitation, we use data about European G-SIIs from the EBA website.36, which effec-
tively represents a subset of the banks in the larger sample. As part of their annual
risk monitoring EBA reports each year for the European G-SIIs the cross-jurisdictional
claims and cross-jurisdictional liabilities for each the G-SII bank. Using these values,
we can calculate the share of cross-jurisdictional claims or cross-jurisdictional liabilities
held in EBA’s jurisdiction versus outside of it.

The benefit of doing so is that we can then compare how much the share that
bank holds in foreign (non-European) assets explains the bank’s share in foreign (non-
European) liabilities. If these two measures are highly correlated, then we can use the
information that we have about asset side allocation between domestic versus foreign
countries in the stress-test data to make reasonable predictions about the correspond-
ing allocation in the liability side. Table A5 presents the results for the G-SII banks. As

Table A5: Relationship between foreign asset share and foreign liability share

Dependent Variable: Share of foreign liabilities
Model: (1) (2)
Variables
(Intercept) -0.0096

(0.0222)
Share of foreign claims 0.8322∗∗∗ 0.8385∗∗∗

(0.0517) (0.0517)
Fixed-effects
year Yes
Fit statistics
Observations 209 209
Adjusted R2 0.63185 0.63237
Clustered (LEI) standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

This Table presents relatinship between foreign claim share and foreign liabilty share for each
European G-SIB bankbetween 2014-2020.

expected, the foreign share in assets and liabilities are highly correlated, implying that
1 pp increase in 𝑆ℎ𝑎𝑟𝑒 𝑜𝑓 𝑓𝑜𝑟𝑒𝑖𝑔𝑛 𝑐𝑙𝑎𝑖𝑚𝑠 corresponds 0.83 pp increase in foreign liabil-
ities. Moreover, the intercept term is effectively zero. Using the fitted values from the

36https://www.eba.europa.eu/risk-and-data-analysis/risk-analysis/risk-monitoring/
global-systemically-important-institutions-g-siis
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model in Column (1) implies that a bank with 10% of its total assets invested overseas
has, on average, 8.3%

F.6.2 Cross-country deposit/loan allocation

TBD

F.6.3 Bankfocus data details

We use the following data items in constructing the balance sheet. For the liabilities:

1. LT Borrowings and Debt Securities at Historical Cost DATA60500

2. Customer deposits DATA60300

3. Bank deposits DATA60400

4. Total liabilities DATA61900

For assets

1. Government securities DATA81100

2. Cash Balances at Central Bank DATA91010

3. Loans DATA90000

4. Total assets DATA99240

As outlined earlier, only a few banks report their how their loans decompose into
corporate loans and household loans. We proceed this in two steps. In the first step,
we decompose the total loans to these shares using Capital IQ data. Then, we multiply
these shares with the BankFocus-based value of total loans to get household loan and
corporate loan levels in absolute terms. This way we minimize the mixing of balance
sheet items between different datasets.

To obtain proxy for Δ𝑄𝑖 we calculate the ”Net Interbank Borrowing” as ”Deposits
from banks (Item 91400)-Loans and advances to banks (Item 90400). The government
securities (Item 81100). We treat the reserves held at the central bank as reserve en-
dowments �̄�𝑖 (Item 91010)

F.6.4 Regulatory ratios

We model the regulatory ratios using the weights presented in tables A8 to A10, build-
ing upon the assumptions presented in Table A7. We collect the data directly from pub-
lished regulations and guidelines, andwhen applicable, we follow the prior literature—
e.g., for LCR as in Sundaresan and Xiao, 2024 and for NSFR as in Hoerova et al., 2018.
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Table A6: LEV

Assets Asset weights Liabilities Liability weights
Reserve 1 CB Funding 0
Equity 1 Equity 1
Loans Fin Corps 1 WithdrawSpeSavHH 0
ST Loans HH 1 WithdrawSpeSavCorp 0
LT Loans HH 1 LockedSpeSavHH 0
ST Loans Corps 1 LockedSpeSavCorp 0
LT Loans Corps 1 TimeDepHH 0
Mortgages HH 1 TimeDepCorp 0
Mortgages non HH 1 WithdrawDepHH 0
Money Market 1 WithdrawDepCorp 0
Safe Assets 1 Money Market 0
Other Assets 1 Other 0

Table A7: Assumption used when building the ratios
Assumptions;NSFR/LCR/CET1

Item Assumption Source
Household deposits HD1: 60% Share of demand deposits INTDEPO/ENCO

HD2: 66% Insured (= stable) share of demand deposits INTDEPO/ENCO
HD3: 30% of time deposits with <1 year maturity INTDEPO/ENCO

Corporate deposits C1: 65% Share of demand deposits INTDEPO/ENCO
C2: 50% of deposits by SME INTDEPO/ENCO
C3: 50% of time deposits with <1 year maturity INTDEPO/ENCO

Deposits S1: 70% Household vs corporate deposit share INTDEPO/ENCO + ECB data
Maturity M1: 1/12th of time deposits with <1 year maturity mature in the next 30 days Homogenous distribution assumption

M2: 20% of loans mature in <1 year INTDEPO/ENCO + ECB data
Corporate Deposits OW1: 20% of operational deposits, 80% of wholesale deposits by volume. EBA RISK DASHBOARD DATA AS OF Q4 2022

OW2: 100% of time deposits are wholesale deposits EBA RISK DASHBOARD DATA AS OF Q4 2022
Covered Bonds CB1: 50% of extremely high quality covered bonds
Deposit insurance SME DI1: 20% of deposits from SME insured EBA/Rep/2023/39, Figure 4
Bank Deposits Itb1: 95% of Bank deposits mature in less than 1 month Assumption
Corporate Debt CD1: 50% of outstanding volume is SME credit Observation from M_Contran

CD2: 50% of SME credit is collateralized with commercial mortgages Observation from M_Contran
CD3: 65% of Large firm credit is collateralized with commercial mortgages Observation from M_Contran
CD4: Average rating for rated firms is BBB Assumption

Corporate Bonds Bd1: 50% covered bonds in LT non gov bond holdings Assumption
Bd2: ST rating is AA or above Assumption

Households HH11: 55% of outstanding volume collateralized Observation from M_Contran
This table describes the assumptions required to build the regulatory ratios from the observed data. We built these assumptions using external data sources, listed in the

third column. The first column lists the assumption name, used in the ratio table, and the second column details the assumption.
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Table A8: NSFR
NSFR Source: Basel III documentation
Observed Item (Assumed) Share Regulatory Item Regulatory weight Replication weight

Required Funding

Government securities 100% Government-issued securities 15%
0% Regional-gov-issued securities 15%
0% Public-Sector entity 15%

0%

Monetary and financial insitutions 100% Institutions ∼50% 30%
Corporate Debt 18% Large firm credit, non collateralized 78% (85% for loans maturing in >1 year, 50% otherwise)

32,50% Large firm credit, mortgaged 78% (85% for loans maturing in >1 year, 50% otherwise)
25,00% SME credit, non collateralized 78% (85% for loans maturing in >1 year, 50% otherwise)
25,00% SME credit, mortgaged 78% (85% for loans maturing in >1 year, 50% otherwise)

65,50%

Reserves 100% Reserves 0% 0%
Other Assets 5% Tangible Assets 100% (fixed assets)

35% Corporate Bonds 36,25% RSF (assuming 50% at 15% RSF
and 50% at 50% RSF)

10% Reverse Repo 10% RSF (p9 of document)
25% Loan to Banks (Institutions) 32,5% RSF (assuming 50% at 15% RSF,

25% at 50% RSF and 25% at 65% RSF)
25% Other 100% (conservative estimate)

45,31%

Household lending 55% Collateralized mortgage credit 62% (65% for loans maturing in >1 year, 50% otherwise)
45% Uncollateralized loan 78% (85% for loans maturing in >1 year, 50% otherwise) 69,65%

Available Funding

Equity 100% Regulatory Capital 100% 100%
Customer deposits 28% Insured household demand deposits 95%

14% Uninsured househould demand deposits 90%
8% <1 year mat HH term deposits 90%
10% SME demand deposits 90%
3% <1 year mat SME term deposits 90%
10% Wholesale corporate deposits 50%
3% <1 year mat large firm term deposits 50%
20% Share of >1year HH dep 100%
5% Share of >1year corp dep 100%

88,92%

Central bank funding 100% Central bank funding maturing in <6 months 50% 50%
Bank Deposits 100% Bank funding 0% 0%
Long term funding 100% Any funding >1 year maturity 100% 100%
Other liabilities 100% Conservative 20% 20% 20%
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Table A9: LCR
LCR Source: Basel III documentation HQLA=L1A+L2A-max(L2A-(2/3)L1A,0)
Observed Item (Assumed) Share Regulatory Item Weight Replication weight

Stock of HQLA

Government securities 100% Government-issued securities 100%
0% Regional-gov-issued securities 100%
0% Public-Sector entity 100%

100%

Reserves 100% Reserves 100% 100%
Other Assets 35% Corporate bonds (including EHQCB) 23% (CB1, Bd1, Bd2) 9,30%

25% ??? 5%

Monetary and financial insitutions 100% Institutions 0% 0%

Cash Outflows (Liabilities)

Equity 100% Regulatory Capital 0% 0%
Customer deposits 28% Insured household demand deposits 3% 8,61%

14% Uninsured househould demand deposits 5%
1% <1 month mat HH term deposits 15%
2% Operational SME demand deposits 21%
8% Wholesale SME demand deposits 36%
0% <1 month mat SME term deposits 40%
10% Wholesale corporate deposits 40%
0% <1 month mat large firm term deposits 40%
27% Share of >1month HH dep 0%
10% Share of >1year corp dep 0%

Central bank funding 5% Central bank funding maturing in <6 months 5%
Bank Deposits 100% Bank funding 95% (Itb1) 95%
Long term funding 100% Any funding >1 year maturity 1% 1,190%
Other liabilities 30% Repo 10% (assumption) 3%

70% Other 0% 0%

Cash Inflows (Assets)

Corporate Loans 2% Corporate Loans maturing in <30 days 50% 0,833%
Other Assets 5% Tangible Assets 0% (fixed assets)

35% Corporate Bonds 0%
10% Reverse Repo 0% (conservative estimate)
25% Loan to Banks (Institutions) 95%
25% ?????? 0% (conservative estimate)

23,75%

Table A10: CET1
CET1 Source: EUR-Lex regulation 575/2013
Observed Item (Assumed) Share Regulatory Item Regulatory weight Replication weight

Government securities 100% Government-issued securities 0% (Article 114)
0% Regional-gov-issued securities 0% (Article 115)
0% Public-Sector entity 50% (Article 116, assumption debt rating A and above)

0%

Monetary and financial institutions 100% Institutions 30% (Articles 120-121, assumption 70% at 20% risk weight,
30% at 50% risk&nbsp;&nbsp;&nbsp;weight) 30%

Corporate Debt 17,5% Large firm credit, non collateralized 100% (Article 122, assumptions CD1, CD3, CD4)
32,50% Large firm credit, mortgaged 50% (Article 125, assumptions CD1,CD3, CD4)
25,00% SME credit, non collateralized 75% (Article 123, assumptions CD1, CD2)
25,00% SME credit, mortgaged 50% (Article 125, assumptions CD1,CD2)

65,50%

Reserves 100% Reserves 0% (Article 113) 0%
Other Assets 5% Tangible Assets 100% (Article 122, assumptions CD1, CD3, CD4)

35% Corporate Bonds 60% (Bd1, Bd2, Article 122, Article 129)
10% Reverse Repo 20% (Articles 120-121, assumption 100% at 20% risk weight

due&nbsp;&nbsp;&nbsp;to collateral)
25% Loan to Banks (Institutions) 30% (Articles 120-121, assumption 70% at 20% risk weight,

30%&nbsp;&nbsp;&nbsp;at 50% risk weight)
25% ?????? 100% (conservative assumption, unknwown composition)

60,50%

Household lending 55% Collateralized mortgage credit 35% (Article 124, assumption HH1)
45% Uncollateralized loan 75% (Article 122, assimption HH1) 53,00%
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Figure A3: Overnight reserves market volume expressed as a multiple of excess liquidity
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Figure A4: Interbank spread before and after QE
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Figure A5: Share of the aggregate bank balance sheet occupied by reserves in the Eu-
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Figure A6: Outstanding Unsecured Inter-Bank Debt As a Fraction of Reserves
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H Details on the construction of covariance matrix and
rate series

We calibrate the covariance matrix Σ items using estimates from representative covari-
ance matrix which we calculate based on aggregate return series collected from the
ECB data warehouse. For assets or liability items we consider as ”risk-free” we set
the return series as zero, which correspondingly generates zero values in the resulting
covariance matrix in the rows and columns that occupy these balance sheet items.

For the liability items we flip the sign of these return series before calculating the
covariance matrix to be consistent with the model.37

I Comparative statistics of the empirical model
I.0.1 Reserve trading volume

Proposition 2. Assume for simplicity that reserves are riskless assets (i.e. they do not enter
the matrix Σ), then Δ𝑄𝑖,𝑅 = 𝑅𝐷𝐹 − 𝑅𝐼𝑇 𝐵 − ∑𝑘 𝜆𝑖,𝑘𝜔𝑘,𝑅𝜑 𝐸𝑖 (I.24)

This implies that the reserve market volume is given∑𝑖 |Δ𝑄𝑖,𝑅| = 1𝜑 ∑𝑖 𝐸𝑖|(𝑅𝐷𝐹 − 𝑅𝐼𝑇 𝐵 − ∑𝑘 𝜆𝑖,𝑘𝜔𝑘,𝑅)|
Using the market clearing that ∑𝑖 Δ𝑄𝑖,𝑅 = 0 we get𝑅𝐷𝐹 − 𝑅𝐼𝑇 𝐵 = ∑𝑘 ∑𝑖 𝐸𝑖∑𝑖 𝐸𝑖 𝜆𝑖,𝑘𝜔𝑘,𝑅 = ∑𝑘 �̄�𝑘𝜔𝑘,𝑅 (I.25)

Plugging this back into the reserve volume equation, we can write it as∑𝑖 |Δ𝑄𝑖,𝑅| = 1𝜑 ∑𝑖 𝐸𝑖| ∑𝑘 (�̄�𝑘 − 𝜆𝑖,𝑘)𝜔𝑘,𝑅|
Which that the trading volume is increasing in the heterogeneity of the regulatory costs across
banks | ∑𝑘(�̄�𝑘 − 𝜆𝑖,𝑘)𝜔𝑘,𝑅| and decreasing in the cost of trading 𝜑.

To understand why the increase in reserves could all else equal impact the quantity
of reserves transacted, assume there is an exogenous allocation of 𝑑𝑄𝑅 reserves into
the system, allocated to different banks such that 𝑑𝑄𝑖,𝑅 = 𝑠ℎ𝑎𝑟𝑒 × 𝑑𝑄𝑅

37We use monthly return data so we annualize the sample moments by multiplying the resulting co-
variance matrix by 12.
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𝑑𝑉 𝑜𝑙𝑢𝑚𝑒𝑑�̂�𝑅 = 1𝜑 ∑𝑖 ∑𝑘(�̄�𝑘 − 𝜆𝑖,𝑘)𝜔𝑘,𝑅| ∑𝑘(�̄�𝑘 − 𝜆𝑖,𝑘)𝜔𝑘,𝑅|⏟⏟⏟⏟⏟⏟⏟⏟⏟
Relative standing

𝜕 ∑𝑘(�̄�𝑘 − 𝜆𝑖,𝑘)𝜔𝑘,𝑅𝐸𝑖𝜕�̂�𝑖,𝑅⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
Net impact of reserves

𝑑�̂�𝑖,𝑅𝑑�̂�𝑅⏟
Bank i share of injection

using the fact that for a function 𝑢(𝑥), 𝑑|𝑢|𝑑𝑥 = 𝑢|𝑢| 𝑑𝑢𝑑𝑥 . We can also reformulate this as

𝑑𝑉 𝑜𝑙𝑢𝑚𝑒𝑑�̂�𝑅 = 1𝜑 ∑𝑖 ∑𝑘(�̄�𝑘 − 𝜆𝑖,𝑘)𝜔𝑘,𝑅| ∑𝑘(�̄�𝑘 − 𝜆𝑖,𝑘)𝜔𝑘,𝑅|[𝑑((𝑅𝐷𝐹 − 𝑅𝐼𝑇 𝐵)𝐸𝑖)𝑑�̂�𝑖,𝑅 − 𝜕 ∑𝑘 𝜆𝑖,𝑘𝜔𝑘,𝑅𝐸𝑖𝜕�̂�𝑖,𝑅 ]𝑑�̂�𝑖,𝑅𝑑�̂�𝑅
The sign andmagnitude of these terms will generally determine whether the direct

impact of reserve injection is positive or negative.
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