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Abstract

This paper studies how heterogeneity in market concentration and firms’ productivity dis-

tributions affect monetary policy transmission within a monetary union. I provide empirical

evidence that French exporters engage in dynamic price discrimination across Euro area des-

tinations following a monetary policy shock, adjusting prices more significantly for core Euro

area countries than for the periphery. This price discrimination is linked to differences in market

competition and is partially explained by heterogeneity in firm concentration and productivity

distributions across country-sector destinations. The effects remain strong even when using ag-

gregate bilateral trade flows. Additionally, I present evidence of a selection mechanism where

unproductive firms exit or enter the market after the shock, with the new cutoff productivity

reacting more in markets with more concentrated or skewed distributions. To rationalize these

empirical findings, I develop a two-country monetary union model of international trade with

nominal wage rigidities and imperfect international risk-sharing. The selection mechanism leads

to asymmetric changes in the elasticity of demand across countries with different firm distri-

butions. In line with the empirical analysis, a contractionary monetary policy shock leads to

lower markups, producer price index and import prices, higher output in the more concentrated

economy, and a decrease in its bilateral trade balance.
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1 Introduction

In this paper, I study how heterogeneity in market concentration and firms’ productivity distribu-

tions affect monetary policy transmission within a monetary union. The possibility that Euro area

monetary policy propagates differently across member countries is widely recognized as a major

threat to its smooth and effective transmission. Recent evidence suggests that credit channels and

household liquidity can lead to heterogeneous monetary policy transmission (Corsetti et al., 2022;

Calza et al., 2013; Gilchrist et al., 2023). To address this issue, specific instruments have been

deployed to mitigate the risk of “financial fragmentation,” namely, the heterogeneous responses

of credit spreads to changes in key policy rates. Surprisingly, however, little is known about the

heterogeneity in monetary policy transmission due to frictional goods markets and their variations

across the region.

A well-documented feature of the Euro area is the heterogeneous distribution of highly produc-

tive firms and levels of market competition across member countries (Bighelli et al., 2023; Gorod-

nichenko et al., 2018; Berlingieri et al., 2017). These disparities, largely resulting from institutional

factors, lead to diverse economic outcomes within the EMU. Yet, there is limited evidence on

whether such differences affect the transmission of monetary policy across member states. More-

over, the adoption of a common currency has facilitated trade (Glick and Rose, 2016; Baldwin,

2006), increasing interdependence and potentially amplifying the dynamic role of productive ex-

porting firms on monetary policy transmission. This paper precisely examines how heterogeneity

in market concentration affects monetary policy transmission, with particular emphasis on the role

of trade.

To study this relationship, I proceed in three steps. First, I empirically demonstrate that market

concentration – specifically, the distribution of firms in each country-sector – affects how French

exporters’ prices respond to monetary policy shocks across Euro area destinations. The asymmetric

adjustment of prices based on market concentration signals changes in competition within each

destination market. Second, I provide evidence that the productivity composition of firms changes

differently after a monetary policy shock, depending on the concentration or skewness of the firm

distribution in each market. This indicates a heterogeneous selection effect across countries-sectors

following a monetary policy shock. Third, I construct a two-country monetary union model of

international trade and monetary policy transmission that rationalizes my empirical findings and

provides insights into output and trade dynamics. The model combines heterogeneous movements

in firms’ productivity across two economies with varied adjustments in each country’s elasticity of

demand leading to dynamic pricing-to-market behavior.

This paper makes several novel contributions to the literature on monetary policy transmission

and international trade within a monetary union. It is the first paper to identify and empirically
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demonstrate dynamic price discrimination across countries within a monetary union following a

monetary policy shock. Using French customs data, I show that the concentration and skewness

of firms’ productivity distributions partly explain this behavior. By focusing on exports from a

single country to multiple destinations, I control for changes in marginal costs post-monetary policy

shock, allowing price responses to serve as proxies for shifts in competition. Furthermore, by using

aggregate trade unit values (a proxy for prices) of each product in bilateral trade relationships across

the Euro area, I reveal that these results are consistent with broader movements in unit values,

underscoring the significant role market concentration plays in intra-Euro trade. This demonstrates

that dynamic price discrimination has aggregate effects, extending beyond French exporters and

providing novel evidence relevant to both macroeconomics and international trade.

The mechanism underlying the dynamic price discrimination is the selection of firms for produc-

tion and exports, as is common in trade theory, and this paper further contributes by exploring it

empirically and theoretically. I provide new empirical evidence that the shape of the firm distribu-

tion influences productivity changes after a monetary policy shock, leading to different magnitudes

of the selection effect across markets. The paper presents a two-country monetary union model

where the shape of the firm distribution significantly impacts markup adjustments driven by this

selection effect. Productivity changes vary across markets, altering competition dynamics and

resulting in differing movements in demand elasticity, which cause heterogeneous markup adjust-

ments. Moreover, the model incorporates the interdependence of the selection effect through trade

dynamics. It demonstrates that competition in one market can impact the profitability and compe-

tition levels of the firms in the foreign market. To the best of my knowledge, this is the first paper

to integrate asymmetric price adjustments—driven by competition and trade dynamics—within a

monetary union framework. By bridging the gap between these two areas of research, it provides

a more comprehensive understanding of how monetary policy is transmitted in a heterogeneous

monetary union.

My first key result is the existence of asymmetric price adjustments by French exporters across

destinations, influenced by market concentration. Specifically, I find that even a year after a mon-

etary policy shock, French exporters adjust their prices more intensively in the Core countries

(Belgium, Germany, and Netherlands) than in the Periphery (Spain, Portugal, and Italy). These

differences are large and statistically significant, underscoring the importance of this channel for

monetary policy transmission. The concentration of destination sectors partly explains these dis-

parities. Interestingly, exporters adjust their prices more in markets with higher concentration –

that is, markets with a higher share of very productive firms. By focusing on the largest French

exporters that consistently trade with nearly all Euro area countries, I control for potential move-

ments in marginal costs at both the country and firm levels. This approach indicates that the

observed price adjustments are due to changes in competition: exporters lower their markups more
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in markets where competition has increased, preventing them from maintaining high markups.

Repeating the analysis of bilateral trade flows within the Euro area, I find similar effects on

aggregate unit values across reporter-partner-product relationships. First, the trade unit values of

the same products destined for core countries respond more than those destined for the periph-

ery. Second, following a contractionary monetary policy shock, the cumulative decrease rate in

unit values is greater in markets with higher concentration. These results provide evidence that

asymmetric price adjustments may have aggregate effects on unit values and confirm the previous

findings beyond transactions originating only from France.

The second key finding relates to the selection mechanism within each destination market.

Dynamic price discrimination – driven by competition and monetary policy – must be understood in

the context of these markets. By focusing on the selection mechanism and its dynamic relationship

with monetary policy shocks, I find that in more concentrated markets, the firms that survive are

even more productive, leading to a stronger selection effect. This connects the empirical results:

French exporters need to reduce their prices more intensively in markets where surviving firms are

more productive and competitive.

To rationalize these empirical findings, I build a two-country monetary union model, draw-

ing on Melitz and Ottaviano (2008) and incorporating wage rigidities. This framework allows for

quasi-linear preferences, enabling endogenous and heterogeneous markups that depend on a firm’s

productivity and the level of competition in the destination market. The model departs from the

law of one price, as firms can set different prices in domestic and foreign markets based on the

destination’s cutoff productivity, which is linked to competition. It also includes an entry-exit

selection mechanism for firms, as in Melitz (2003). A contractionary monetary policy shock trig-

gers the selection mechanism, leading to the exit of less productive firms and changing the cutoff

productivity. Following a contractionary monetary policy shock, surviving firms face more produc-

tive competitors, which increases competition. Together with reduced demand, this leads to lower

markups. However, the magnitude of the selection mechanism varies depending on the skewness

of the productivity distribution, leading to heterogeneous movements of the cutoff productivity.

This directly affects the elasticity of demand in each market, resulting in greater movements of

demand elasticity and markups in more concentrated markets. Therefore, the model successfully

replicates the empirical results, showing that French exporters adjust their prices heterogeneously

across countries.

By introducing a two-country dimension and moving beyond a standard small open economy

framework, I capture the interdependencies inherent in a monetary union. Productivity or demand

shifts in one country affect the other economy through trade channels. I find that a small open

economy model that ignores these interdependencies underestimates the effect of monetary policy
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on markup adjustments and fails to match the empirical findings. Thus, the two-country monetary

union with trade linkages explains a larger portion of the markup-price variation arising from trade

and common monetary policy inefficiencies.

Additional results emerge from the model’s predictions. Beyond the intensive margin of the

selection effect – which concerns changes in the productivity of existing firms – there is an exten-

sive margin involving differential rates of firm entry and exit in both the domestic and the foreign

markets. These dynamics influence the trade balance and the overall economic impact. Ultimately,

following a contractionary monetary policy shock, the model predicts lower output in less con-

centrated markets but a higher trade balance. The improvement in the trade balance is driven

mainly by a larger decrease in imports in these less concentrated (and less productive) economies.

Conversely, firms in more concentrated markets become temporarily more productive, leading to

greater production efficiency and higher output.

The model predicts that asymmetric price adjustments and the selection mechanism directly

affect relative prices. A monetary policy shock leads to more intense price adjustments in more

concentrated markets, which, in turn, affects relative prices. Specifically, following a contractionary

monetary policy shock, the producer price index is temporarily higher in less concentrated markets

before converging to a steady-state ratio.

I test the model’s predictions, and the results are consistent with the theoretical outcomes. By

applying local projections on country-sector data related to output, prices, and trade balances, I

find that market concentration significantly affects these macroeconomic variables. Specifically, the

producer price index and output respond more strongly in more concentrated markets, while trade

balances tend to decrease. This suggests that the model effectively replicates aggregate movements

across countries, and its mechanisms may play a significant role in explaining asymmetric responses.

The remainder of the paper is structured as follows. Section 1.1 discusses the contributions

with respect to the existing literature. Section 2 uses customs data and studies monetary policy

effects on prices. In Section 3, I model a two-country monetary union economy that contains all

the necessary mechanisms to replicate the results of the empirical part. Section 4 simulates the

model, while Section 5 concludes.

1.1 Related Literature

This paper contributes to the empirical macroeconomic and trade literature on a monetary union.

Using transactions data from French firms, I identify the effect of monetary policy shocks on export

prices of goods within the Euro area. The literature lacks studies on how export prices are affected

by a monetary policy inside a monetary union. Goldberg and Verboven (2005) show that in the car
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industry, prices in the Euro area converge to the law of one price. On the other hand, Fontaine et al.

(2020) demonstrate substantial price discrimination across the Euro area, which has not diminished

during the last two decades. Moreover, Berman et al. (2012) show the effect of exchange rates on

export prices and how firms’ productivity can affect the responses. In this paper, I use monetary

policy shocks to study their effects on the export prices of exporters to Euro area destinations. The

main focus is on price changes with different intensities across countries in the short-medium term

and the role of the market concentration.

I contribute by showing the existence of dynamic price discrimination across the Euro area desti-

nations. Importantly, I demonstrate that this dynamic price discrimination can be partly explained

by the country-sector concentration or productivity distribution in the destination market. To my

knowledge, this is the first paper to show that firms’ distribution and concentration at the destina-

tion market can explain dynamic price discrimination indicating signs of heterogeneous monetary

policy transmission. Dedola et al. (2023) show that the pass-through of corporate tax increases is

higher in destinations with greater producer and retailer market power in Germany. Furthermore,

I use local projections as in Jordà (2005) with customs data to provide evidence of dynamic effects

on trade. I use a specification that allows the study of price changes using custom-transactions

data.

Moreover, the model contributes to a wide and recent literature of macroeconomic models with

endogenous firm entry and exit, heterogeneous firms, and variable markups. There is a need for

firm heterogeneity and trade as in Melitz (2003) with firm entry and exit. Bilbiie and Melitz (2020)

study the effect of the extensive margin mechanism (firm entry) on monetary policy. Similarly,

Bergin and Corsetti (2008) show the significance of this mechanism for the economy. Castillo-

Martınez (2018) introduces wage rigidity in similar preferences to this paper and studies the effect

of sudden stops on exchange rates and productivity in a small open economy. In my model, I

incorporate wage rigidities by including two additional layers of firms, allowing for the dynamics

of the standard New Keynesian model. At the same time, I study the effects of monetary policy

inside a monetary union.

Furthermore, Corsetti and Dedola (2005) build a model of international price discrimination

resulting from additive distribution costs. This paper is highly relevant to my model, as it deviates

from the law of one price. Bilbiie et al. (2012) introduce heterogeneous firms with firm entry

and exit and study the optimal monetary policy in that environment. My model contributes to

this literature in several ways. First, I study a common currency environment where countries

have dissimilar productivity distributions. Second, I introduce quasi-linear preferences with wage

rigidity to study the effect of monetary policy on the economies and trade, involving a homogeneous

shock with asymmetric effects on the countries. Third, exporters enter and exit each market, and

the endogenous cut-off productivity for exporting firms may decrease or increase, leading the most
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productive firms to enter or exit the foreign market. A paper that studies this mechanism in a

closed economy within a New Keynesian framework is Colciago and Silvestrini (2022), where they

use the selection mechanism as in Melitz (2003).

Additionally, I study how monetary policy affects industrial production and trade balances at

the country-sector level based on their productivity distribution and concentration. In this way,

I show that the additional results of the model are consistent with empirical evidence. Peersman

and Smets (2005) investigate industry characteristics, such as the durability of goods produced and

financial structure, to explain the variability in policy effects across industries. Moreover, Hayo

and Uhlenbrock (2000) provide evidence of asymmetric regional effects of monetary policy shocks

in Germany before the Euro. Ganley and Salmon (1997) show the pattern of manufacturing sector

responses seems correlated with the size characteristics of the firms in each sector. In particular,

sectors that mainly comprise small firms tend to exhibit a stronger reaction to monetary shocks

than sectors with larger firms. Auer et al. (2021) show that more indebted industries adjust their

production more firmly after a monetary policy shock. In this paper, I study how differences in

market concentration and productivity distributions can lead to asymmetric effects of monetary

policy. Using local projections and high-frequency monetary policy shocks, I provide new findings.

Furthermore, I investigate the existence of asymmetric effects of monetary policy on intra-Euro

area trade.

2 Empirical Analysis

In this section, I present empirical evidence on how firm concentration and productivity distribution

influence the heterogeneous transmission of monetary policy within the Euro area. The analysis

proceeds in three steps. First, using French customs data and country-sector information, I show

that French exporters adjust their prices more intensely in more concentrated country-sector desti-

nations following a monetary policy shock. Second, by examining aggregate yearly bilateral trade

flows, I find that the patterns observed in the French customs data are consistent at the aggregate

level – that is, the movement of trade unit values after a monetary policy shock depends on the

concentration of the destination market. Third, focusing on country-sector productivity data, I

provide evidence of a heterogeneous selection mechanism driven by market concentration.

2.1 Customs Data

To investigate heterogeneous competition dynamics in the Euro area, I examine how monetary

policy asymmetrically affects export price movements (unit trade values). Specifically, I assess

whether export prices change differently across Euro area destinations and whether the concen-
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tration or productivity distribution of firms plays a role. Focusing on a single country’s exporters

– French exporters – allows for controlling movements in marginal costs within a country and

among firms. This approach enables me to attribute the main results primarily to firms’ markup

adjustments.

I use French customs data as in Bergounhon et al. (2018). The data contain extensive infor-

mation on the export transactions of French firms. More specifically, I have access to monthly

seller-buyer-product transaction-level data, which includes information on the transaction’s desti-

nation. The product classification is based on the NC8 product classification. Moreover, for each

transaction, there is information on its value, and the associated units/kgs. All values are reported

free-on-board (FOB). As discussed in Bergounhon et al. (2018); Fontaine et al. (2020); Berman

et al. (2012), the data exclude French exporters with an annual export value of less than 150,000

euros. Therefore the very small exporters are not included in this analysis.

The French customs data are ideal for my analysis. First, they contain firm-to-firm transactions

at a monthly frequency. This allows high-frequency monetary policy shocks to be used to study

the short- and medium-term impact on prices. Moreover, the firm-to-firm transactions allow me

to control for heterogeneity across firms in the destination market, closely following the movement

of prices for each product and destination firm. Furthermore, I can control for past price changes

that impact when firms adjust prices. Second, France is one of the largest economies in the Euro

area, and the data contain an adequate number of exporters and observations. Therefore, the final

dataset includes many observations even after the necessary cleaning steps. Third, the dataset

spans a wide time range, making it suitable for my analysis.

Although NC8 is a specific product classification, there can be measurement issues or unobserved

heterogeneity. To address measurement errors, I drop all the transactions with a value less than

or equal to 100 euros, since when a transaction is less than 100 euros, it is usually rounded to

100. Furthermore, I drop all the transactions related to product codes where in at least 5% of the

transactions, the monthly price is more than 250% or less than 40% of the median price over 12

months for the specific exporter 1. The rationale is that if the price is systematically different from

the median price in 12 months, the product code may not be homogeneous, which can affect price

changes, especially across countries. In such cases, it is possible that there is an adjustment in

the quality or composition of goods in the transaction. Such considerable price variance cannot be

justified at a seller-product level in the Euro area and is a sign that the product’s composition is

not stable. Moreover, I drop all the transactions where the price change over the next 16 months for

the specific buyer-seller-product relationship is over 200% or less than -66%. This affects a minimal

number of observations and guarantees that there are no considerable spikes in price changes.

1The threshold is not too high, given that Kaplan and Menzio (2015) show that price dispersion of very specific
products can vary a lot.

8



Although I use this cleaning procedure for the main results, stricter or more relaxed constraints 2

do not change the results.

2.2 Concentration and Firm Distribution

To capture differences in productivity distributions across countries and sectors, I use data from

CompNet (Haug et al., 2022) and Amadeus focusing on the manufacturing industries. CompNet

provides country-specific data on firms’ productivity distributions for each NACE (2-digit) industry,

including values for skewness, mean, and various percentiles (1st to 99th) of total factor productivity

(TFP) using four different methods. It also offers Herfindahl–Hirschman Index (HHI) measures for

market concentration using four different metrics.

For each NC8 product code in the customs data, I identify the corresponding industry. This

mapping allows me to associate the characteristics of competitor firms’ distributions in each des-

tination market. I proceed in two ways: first, by directly incorporating skewness or the HHI in

the estimation; second, by estimating the shape and scale parameters of a Pareto distribution (as

assumed in the model) using the simulated method of moments to match various distributional

values. The two Pareto-related parameters are the shape and the scale. The scale parameter is

related to the minimum value of productivity in the firms’ distribution, while the shape parameter

is related to the inverse of the skewness and concentration.

While comprehensive, CompNet data may present comparability issues due to differences in data

collection rules and procedures across countries.3 Additionally, the TFP estimation is conducted

separately for each country, potentially affecting cross-country comparability. To mitigate these

issues, CompNet provides weighted variables, which I use for my analysis. To further address

sample selection concerns and missing observations in the early periods of the sample, I include

country and industry fixed effects and their interactions with the monetary policy shock, and I

perform supplementary analyses using the mean values of variables over the entire period.

Alternatively, I use Amadeus firm-level data to estimate TFP using the methodology of Acker-

berg et al. (2015). This approach allows for the direct estimation of productivity distributions, en-

suring that the production function is consistent across firms within a sector, regardless of country,

thus enhancing TFP comparability. While the Amadeus data cover a shorter period (2013-2019),

they serve as a reliable proxy for persistent differences between countries and sectors captured by

the Pareto parameters.4 Notably, the measures derived from CompNet and Amadeus are com-

2For example, if we use a 15% threshold for the first step.
3As noted on the CompNet website: ”The user must be aware that small differences in data collection rules and

procedures across countries may exist and are out of CompNet’s control. Nevertheless, comparability issues appear
to be limited.”

4Historical ORBIS provides data over a broader range of years, but the period covered by Amadeus is sufficient
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parable, with estimated shape and scale parameters showing very similar values across the two

datasets.

Using both datasets enriches the analysis by providing different perspectives. The Amadeus

data enable the estimation of time-invariant shape and scale parameters of the Pareto distribution,

facilitating direct comparisons across countries and sectors. Conversely, CompNet’s detailed yearly

information allows for the examination of time-varying variables and market concentration through

the Herfindahl–Hirschman Index (HHI). Descriptive statistics are presented in Appendix A .

2.3 Monetary Policy Shocks

I use the monetary policy shocks series from Jarociński and Karadi (2020), which are based on

changes in the overnight index swap rate (OIS) during ECB announcements. They disentangle an

information shock and a monetary policy shock based on the co-movements of OIS rates and stock

price indices around the time of policy announcements. I use the monetary policy shock series at

monthly frequencies for the period 2002-2016.

Recent literature (Gertler and Karadi, 2015; Altavilla et al., 2019) uses a ‘high-frequency iden-

tification’ scheme to identify monetary policy shocks. They use changes in policy rates during

monetary policy announcements as an external instrument. This approach allows researchers to

isolate the immediate effects of monetary policy decisions from other concurrent economic influ-

ences. By focusing on the period surrounding these announcements, they aim to capture the pure

reaction of financial markets and the economy to policy changes. This methodology provides a

clearer understanding of the impact of central bank actions on variables such as interest rates,

asset prices, and exchange rates, enhancing the accuracy of the empirical findings.

The existence of unconventional monetary policies and the information channel, as discussed

by Melosi (2017), necessitates disentangling the information channel from policy shocks to under-

stand their distinct effects. Jarociński and Karadi (2020) disentangle the information channel from

changes in the OIS rate with a 3-month maturity. Therefore, there are two series: one related to

the information channel and one related to the pure monetary policy shock. Furthermore, as ex-

plained in Altavilla et al. (2019), shocks in short maturities are a better proxy for the conventional

monetary policy shock, which is the focus of this study.

I use the ”poor man’s proxy” shocks, defined as the change in the 3-month maturity OIS rate

during monetary policy announcements. The monetary policy shock is measured in percentage

points (100 basis points). Therefore, unless stated otherwise, all coefficients relate to the effect of a

one percentage point monetary policy shock. Regarding summary statistics, the standard deviation

for capturing consistent patterns.
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of the monetary policy shock is approximately 3 basis points. However, there are announcements

with shocks as large as 16 basis points.5 See Appendix A for details.

2.4 Local Projections

To proceed to the estimation, I use local projections, initially developed by Jordà (2005), to study

the dynamics of French exports after a monetary policy shock. In this way, I can investigate the

dynamic effects of monetary policy on the prices of French exporters. More specifically, I am

interested in possible asymmetric effects across the Euro area countries.

Recent literature (Plagborg-Møller and Wolf, 2021) demonstrates that using an external in-

strument can facilitate the analysis of the dynamic effects of shocks without relying on vector

autoregressions (VARs). Local projections, in particular, enable examining monetary policy effects

in panel data while accommodating interactions, fixed effects, and non-linearities. This versatility

makes them well-suited for the objectives of this paper. I am following the approach of previous

studies focusing on firm-level data to adapt my specification on the customs data (Cloyne et al.,

2023; Jeenas, 2018).

y∗i,b,p,t+h = FE +
C∑
c=1

αc,hI[b ∈ C]ϵmt + βhConcc,n,t−12ϵ
m
t +

3∑
j=1

γj,hyi,b,p,t−j + ui,b,p,t+h (1)

Where the dependent variable y∗i,b,p,t+h is the cumulative price change (
pt+h−pt−1

pt−1
) of exporter i to

buyer b for product p. Moreover, I include three lags of the price change pt−i−pt−1−i

pt−1−i
. I include

country fCc,h, seller fi,h, and product fixed effects fPp,h in the local projections (included in

FE). I add the interaction of the destination country dummy with the monetary policy shock I[b ∈
C]ϵmt and the interaction of the concentration/productivity distribution variables of the destination

country-sector with the monetary policy shock Concc,n,t−12ϵ
m
t . I focus on the coefficients αc,h

and βh, which account for the interaction of the country and country-sector-specific productivity

variables with the monetary policy shock.

Using lag-augmented local projections (including lags of the dependent variable) not only ren-

ders inference more robust but also simplifies standard error calculations by avoiding residual serial

correlation adjustment, as shown by Montiel Olea and Plagborg-Møller (2021). For the results

presented, I use the heteroscedasticity-robust (Eicker–Huber–White) standard errors. However,

applying two-way clustering on destination-country and year, or using simple standard errors,

yields very similar results.

5Equivalent to 0.164 percentage points.
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Not all exporters ship to every country every month. Moreover, different types of exporters

behave differently and account for varying proportions of total exports. Although the dataset is

unbalanced, I take several steps to achieve more accurate results. First, I keep only exporters that

ship to at least five out of the seven countries considered each year (Austria, Belgium, Germany,

Spain, Italy, the Netherlands, and Portugal). Second, I create a categorical variable based on each

firm’s total annual export value and interact it with the country and the monetary policy shock.

This approach captures the firms responsible for most exports, which are consistently present in

the data and less likely to exit. Third, including lags of the dependent variable ensures that the

transaction between the French exporter and the buyer is active for at least three consecutive

months before the shock, while accounting for recent price changes. This step reduces the number

of observations entering the estimation but enhances the reliability of the results. Additionally,

I repeat the analysis using lower frequencies by aggregating the monetary policy shocks and con-

structing prices over 3-month moving periods. This last exercise also provides robust evidence for

information shocks.

The categorical variable relates to each firm’s total value of exports within the Euro area. I

assign the firms with more than 10 million euros exports per year to the group of the biggest firms.

Literature has shown that more productive firms export more and more consistently. Therefore, this

variable is used as a proxy for firm size and productivity. Moreover, the largest exporters contribute

a substantial share to the inflation pass-through across markets, and they are the primary focus

of my study6. Furthermore, I assign each product code to the industry NACE code from which

it originated. This allows me to link the product with the destinations’ industry and study the

potential effect of the parameters of the productivity distribution on exporters’ prices. If a product

is associated with multiple NACE codes, I exclude it from analyses related to the productivity

variables. Finally, I keep only the product codes related to the manufacturing sectors.

2.5 Results

Without including the productivity variables, local projections show consistent and significant

differences across countries, as displayed in Figure 1. The price decrease is more substantial in the

core countries than in the periphery, except in Belgium. However, Belgium is unique due to its

stronger market connections with France (distance, common language, etc.). Additionally, exports

to Belgium may include extra-EU exports via the port of Antwerp.

Examining the local projections that include a size dummy, I observe that larger firms, which

are the main exporters, have a stronger and more consistent effect across countries. In many

6More specifically, on average, the firms with the highest categorical value account for more than 55% of the total
exports to each country
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comparisons, the differences between countries are statistically significant. One such case is between

Spain and Germany. For the period of 7-13 months after the shock, the price change of French

exporters to Germany is almost the change in prices to Spain. The differences are even more

significant when comparing Portugal and Germany.

(A.) All countries (B.) Spain-Germany

Figure 1: Cumulative price change rate to each destination country.

Notes: The figure displays the coefficient for the interaction between Country and MP shock for

the largest exporters. I exclude the interactions with productivity or concentration.

These results provide evidence of dynamic price discrimination after a monetary policy shock.

The fact that the cumulative price change rate converges 16 months after a monetary policy shock

suggests that its short- and medium-term effects are consistent with the impact of monetary policy.

Furthermore, when I divide the countries in the ”Core” and ”Periphery” groups, I find signif-

icantly different price movements six months after a monetary policy shock, as shown in Figure

2). Another result is the relatively quick reaction of prices following a monetary policy shock. For

instance, the prices of the main exporters from France to Germany and Spain change significantly

two months after the monetary policy shock.

Effect of Concentration

By incorporative the productivity distribution variables (from Amadeus) into the local projections,

I find that they are significant for the analysis. Specifically, as shown in Figure 4, the interaction

of the shape parameter with the monetary policy shock is positively significant. Therefore, less

concentrated destinations (industries) experience a milder decrease in export prices from France.

Conversely, the interaction of the scale parameter with monetary policy shock is negatively sig-

nificant. Hence, the higher the minimum TFP value, the lower the effect of the monetary policy
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Figure 2: Cumulative percentage change rate to Core-Periphery.

Notes: The figure displays the coefficient for the interaction between Core/Periphery and MP shock

for the largest exporters. I exclude the destination firms distribution specific interactions. The core

countries are Belgium, Germany, Netherlands and Austria while the periphery ones are Italy, Spain

and Portugal

shock on export prices. Both scale and shape parameters are always included together in the local

projections.

Local projections show a strong relationship between the shape parameter and the effect of

a monetary policy shock. In the case of a 10 basis point monetary policy shock, if the value

of the destination’s shape parameter is higher by one, the export inflation by French exporters

is approximately 0.75 percentage points higher – a strong and persistent effect. Conversely, the

impact associated with the scale parameter is minimal, given the variation in the parameter’s values

across countries and sectors.

Furthermore, in most cases, Figure 3 shows that the differences between the country dummies

become non-significant. The differences in productivity distributions may partly explain different

movements across countries. For instance, the differences between Germany and Spain become less

evident, but the coefficients are higher.

The results remain consistent when repeating the analysis using the shape and scale parameters

from CompNet (see Appendix B for details). However, in this case, the differences between the core

and periphery remain. One reason for this result can be the differences in the estimation of the

TFP in CompNet and the missing observations for some countries and industries. Furthermore,

the TFP skewness has a negatively significant coefficient, which is consistent since it is negatively

associated with the shape parameter.
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(A.) All countries (B.) Spain-Germany

Figure 3: Cumulative percentage price change to each destination country.

Notes: The figure displays the coefficient for the interaction between Country and MP shock for the

largest exporters. The destination firms distribution specific (Amadeus) interactions are included.

(A.) TFP Shape (Amadeus) (B.) TFP Scale (Amadeus)

Figure 4: Role of the Shape and Scale of the productivity distribution

Notes: The figure displays the coefficient for the interaction between TFP Shape/Scale from

Amadeus and MP shock for the largest exporters. The destination firms distribution specific inter-

actions are included.

More specifically, the effect associated with the shape parameter (from CompNet) is very similar

to those observed in the Amadeus results, showing an increase of 0.8 percentage points in response

to a 10 basis point shock when the shape parameter differs by one. Conversely, an increase in

skewness by one is associated with approximately 2 percentage points lower import inflation in the

case of a 10 basis point monetary policy shock. However, the mean value in this scenario has a

higher coefficient, as indicated by the summary statistics. For a 10 basis point shock, a one-unit
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Variable Setup 1 Setup 2 Setup 3 Setup 4
Shape (Amadeus) 0.9 p.p
Scale (Amadeus) -0.00274 p.p
Shape (CompNet) 1.09 p.p
Scale (CompNet) 0.374 p.p

Skewness (CompNet) -2.31 p.p
Mean (CompNet) 0.88 p.p
HHI revenue based -8.42 p.p

Table 1: Peak responses related to the concentration/productivity.

Notes: The table displays the peak values of the coefficients related to the interaction of the firms

distribution variables and monetary policy shocks for the biggest French exporters after a 10 basis

points monetary policy shock.

increase in the mean TFP is associated with a 0.7 percentage point increase in import inflation.

Moving away from the productivity distributions, I also focus on the concentration in the des-

tination market using the country-sector-specific Herfindahl–Hirschman Index (HHI). The results

remain consistent when repeating the analysis with only the Herfindahl–Hirschman Index (HHI).

The country-industries with higher concentration exhibit greater movements in the export prices

from France.

To allow more flexibility in the frequencies and exploit more observations, I repeat the analysis

at 3-month frequencies. Therefore, for each month, I use the mean price during the 3-month

window for each transaction. This approach includes more firm-to-firm transactions in the local

projections and reduces missing observations. However, it may lead to an over-representation of

some observations. The monetary policy shocks are summed over 3-month periods. I include both

pure monetary policy and information shocks because they can be correlated at lower frequencies.

The results remain consistent with the monthly frequency analysis. The concentration and

productivity distribution variables remain significant, and their signs are the same. Another result

is that the information channel leads to the opposite effect of the pure monetary policy shock. This

is consistent with the literature. Detailed tables are shown in Appendix C.

Aggregate trade unit values

By moving to the aggregate data, I can shift the focus from the French customs data and identify

patterns of dynamic price discrimination across all countries. In this way, I show that dynamic

price discrimination leads to movements in the aggregate trade unit values and confirm the patterns

using data from more countries.
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I use yearly data from CEPII (Berthou and Emlinger, 2011) on the aggregate trade unit values7

of 5,000 products at the reporter-partner country level. As before, I identify the NACE sector where

each product is produced and use the country-sector-specific variables related to concentration

and productivity. I use the bilateral flows among only the chosen Euro area countries (Belgium,

Germany, Spain, France, Italy, the Netherlands, Austria, and Portugal)8.

Given that the data are in yearly frequencies, I use the sum or mean of the yearly monetary

policy shocks and study the change of the trade unit values of each bilateral trade relationship and

product one year after the monetary policy shock.

The specification I use is similar to the one related to the customs data:

UVp,r,cs,t+1 − UVp,oc,ds,t−1

UVp,oc,ds,t−1
= FE + ϵMt + βhConcds,t−2ϵ

m
t +

4∑
l=1

yp,r,cs,t−l + up,cs,t+h

The dependent variable is the cumulative change of the trade unit value for the product p,

from the origin country sector (reporter) r to the destination country sector ds one year after the

monetary policy shock. I include fixed effects related to the country origin, country destination,

and product. Moreover, I include four lags of the cumulative change of the trade unit before the

shock.

The main coefficient of interest is βh, which is related to the role of the destination country

sector’s concentration or shape of the productivity distribution. As before, I use alternative spec-

ifications by including also country-shock interactions or industry-shock interactions. Moreover, I

proceed with robustness checks by dropping product codes that have too much variation in their

unit values – indicating that the specific product codes are not so homogeneous – or by avoiding

the cleaning. More details can be found in Appendix D.

The first finding is that the cross-country patterns observed in the French transactions data are

evident even in the aggregate data: the aggregate trade unit value towards the ”core” (Germany,

France, Belgium) decreases more one year after a yearly contractionary monetary policy shock

(see Table 2)9. Secondly, by controlling for the concentration or the productivity distribution, I

find a significant role of these factors in explaining cross-country and cross-industry differences

in how the trade unit values move across the intra-Euro bilateral trade relationships (see Table

3). More specifically, higher HHI in the destination can lead to a great decrease in the unit value

7The trade unit values are FOB and I focus on the exports of each country.
8In the absence of sector-specific data on the distribution of firms in Austria, I use only the exports from Austria

to the rest of the countries.
9One difference is that the Netherlands has the same movement as the ”periphery”. One explanation is the large

petroleum exports from the Netherlands to other Euro area countries. Indeed, if we exclude the exports from the
Netherlands, it follows the same pattern as the other core countries.
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UV change

MP shock -1.498***
(0.0220)

Inf shock -1.921***
(0.0241)

Periphery# MP shock 0.0960***
(0.0357)

Periphery# Inf shock 0.185***
(0.0378)

Constant 0.148***
(0.00121)

Observations 967,761
R-squared 0.046
Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Table 2: Cumulative Unit Value Change

Notes: The table displays the values of the coefficients related to the interaction of the Periphery

and monetary policy shocks for the intra-Euro area bilateral trade flows. The specification includes

three lags of the dependent variable.

after a contractionary monetary policy shock. On the other hand, higher Pareto shape values are

associated with a smaller decrease in the unit value10. Therefore, the patterns observed in the

transactions data are likely to have aggregate implications and are evident across all the intra-Euro

bilateral trade relationships.

This empirical evidence strengthens the findings from the French customs data. The dynamic

price discrimination observed by the French exporters may lead to the aggregate movements of the

export prices of the products and a general producer price inflation pass-through. Moreover, in the

absence of other reliable firm-to-firm customs data, this suggests that what is observed is likely a

general pattern in the bilateral trade flows in the Euro area.

Heterogeneous Selection Effect

The results from the customs data provide signs of heterogeneous responses across country in-

dustries based on their firms’ distribution. The question is, what dynamics could lead to this

destination-specific effect? The concentration and distribution of firms’ productivity play an essen-

tial role in monetary policy transmission. In this section, I identify the impact of monetary policy

shocks on country sectors’ productivity based on their characteristics.

10The Pareto shape variable is associated with the inverse of the skewness of the distribution and is negatively
related to the HHI.
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UV change

(1) (2) (3) (4) (5) (6) (7) (8) (9)

HHI Rev#MP Shock -3.472*** -4.211*** -2.879***
(0.520) (0.568) (0.617)

HHI Rev#Inf Shock 0.562 -1.425*** 0.315
(0.428) (0.469) (0.493)

MP Shock -0.605*** -1.739*** -1.319***
(0.0263) (0.0732) (0.0867)

Inf Shock -1.133*** -1.874*** -1.610***
(0.0267) (0.0773) (0.0948)

TFP Shape (Amadeus)#MP Shock 0.112*** 0.131*** 0.0524*
(0.0238) (0.0253) (0.0314)

TFP Min (Amadeus)#MP Shock 0.00039*** 0.00044*** 0.00011
(0.000136) (0.000138) (0.000652)

TFP Shape (Amadeus)#Inf Shock 0.0656*** 0.0809*** 0.0608*
(0.0249) (0.0267) (0.0331)

TFP Min (Amadeus)#Inf Shock -0.00018 -0.00013 -0.00005
(0.000146) (0.000147) (0.000670)

TFP Shape (Compnet)#MP Shock 0.396*** 0.158** 0.317***
(0.0461) (0.0622) (0.0527)

TFP Min (Compnet)#MP Shock -0.122*** -0.0441** -0.153***
(0.0119) (0.0204) (0.0132)

TFP Shape (Compnet)#Inf Shock 0.242*** 0.120* 0.326***
(0.0503) (0.0687) (0.0570)

TFP Min (Compnet)#Inf Shock -0.0968*** -0.0708*** -0.107***
(0.0127) (0.0214) (0.0140)

Observations 477,888 477,888 477,888 475,614 475,614 475,614 332,551 332,551 332,551
R-squared 0.042 0.045 0.043 0.049 0.049 0.050 0.051 0.053 0.053
Country Interactions No Yes No No Yes No No Yes No
Industry Interactions No No Yes No No Yes No No Yes

Table 3: Cumulative Unit Value Change

Notes: The table displays the values of the coefficients related to the interaction of the destinations’

firms distribution variables and monetary policy shocks. I drop the product codes where at least

15% of the observations are related to extreme changes.

TFP levels themselves change after a monetary policy shock. A contractionary monetary policy

shock can lead to changes in the value of some of the percentiles across the distribution. However,

the characteristics of the firms’ distribution may lead to heterogeneous marginal effects of monetary

policy. For this reason, I interact firms’ distribution variables with the monetary policy shock. The

main interest is in the shape of the productivity distribution and the market concentration. The

specification I use is the following:

TFPp,cs,t+1 − TFPp,cs,t−1 = FE + ϵMt + βhConccs,t−2ϵ
m
t +

L∑
l=1

Xt−l + up,cs,t+h

The dependent variable is the change of TFP of the specific percentile of the TFP distribution

one year after the shock, given that the TFP data are at annual frequencies, I use the annual sum of

the monetary policy and information shocks for this analysis. I include both of them since, although

they are uncorrelated at monthly frequencies, they are negatively correlated at lower frequencies,

as their addition is equal to the total movement of the OIS rate during the announcements. Not

including them may lead to biased results, as they would be omitted variables. Moreover, given
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that the number of observations is low relative to the number of time periods, I use the Driscoll

and Kraay standard errors.

The effect is significant across most percentiles. More specifically, Figure 5 shows that in

response to a cumulative 10 basis point monetary policy shock, TFP is expected to decrease (or

increase less) by about 2% to 6% in the lowest 5th percentile for an extra unit of TFP shape, while

a one standard deviation increase in HHI increases (or decreases less) the TPF by around 4%. In

the other percentiles, the change in levels is very similar, but in percentage terms, it is lower. For

example, in the 50th percentile, the percentage change is -0.9% for an extra unit of TFP shape

and around 1.8% for one standard deviation increase in HHI. However, consistent with what we

would expect from a Pareto distribution, the changes in levels are similar across the percentiles.

Therefore, the selection effect seems to be strongly heterogeneous depending on the concentration

and shape of the productivity distribution.

(A.) HHI Revenue (B.) TFP shape (Amadeus)

Figure 5: TFP change

Notes: The figures display the coefficient for the interaction between HHI index or TFP Shape

from Amadeus and MP shock for the various percentiles of the TFP distribution.

The results are robust even when using country or industry interactions with the monetary

policy shock. Especially when the industry interactions are included, the heterogeneous effect

seems much stronger, showing that the effects are more pronounced across countries and within

industries. Therefore, even when we control for cross-country or cross-industry differences, there

is significant heterogeneity in the reallocation of firms given the shape of the firms’ productivity

distribution.

The last result is consistent with the discussion about comparing the Pareto distribution and

the Log-normal one (see Appendix B for details). The lower density observed on the left side
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of the distribution for the higher skewed distributions is consistent with the Pareto distribution.

More specifically, a symmetric exit of unproductive firms leads to a higher increase in the TFP for

the highly-skewed Pareto distribution. The Pareto distribution satisfies the first-order stochastic

dominance observed in the cumulative productivity distribution in the Euro area countries. More

details can be found in Appendix E.

The above results provide evidence of a heterogeneous selection mechanism after a monetary

policy shock. The more skewed distribution has a low density in the lower tail, which can lead

to an increase in the cut-off productivity after a contractionary shock, as shown in Figure 6. The

productive surviving firms and foreign exporters would need to compete for a reduced demand in

a very competitive market, leading to heterogeneous pressures on prices and markups.

Figure 6: Heterogeneous Selection Mechanism

Notes: The figure displays how the heterogeneous selection mechanism leads to temporarily higher

productive firms in the more skewed distribution.
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3 Theoretical Model

The model integrates the New New Trade theory and New Keynesian theory within a two-country

monetary union. It introduces a dynamic price discrimination initiated by monetary policy shocks.

The distribution of firms and their interaction with the selection mechanism play a fundamental

role in the heterogeneous responses of markups and prices. More specifically, a monetary policy

shock will trigger the selection mechanism, leading to heterogeneous effects across the two countries.

The heterogeneous changes in competition and productivity lead to heterogeneous movements of

each domestic elasticity of demand and thus markups.

The two countries are identical except for the distribution of firms. More specifically, the Foreign

(F) country has a higher share of productive firms than the Home country (H). This difference in

the “shape” of the firms’ productivity distribution can lead to a heterogeneous selection mechanism

and, as a result, to hetergeneous movements of the elasticity of demand in each market.

Figure 7 illustrates the primary mechanism of the model. A common monetary policy shock

reduces the demand for both domestic and foreign varieties by households in each country. This,

in turn, activates a selection mechanism that generates heterogeneous changes in competitiveness,

driven by the differences in firm distributions. Ultimately, these variations in competitiveness affect

the elasticity of demand differently, resulting in distinct markup adjustments for firms operating

across both markets.

Central Bank

Home
Households

Foreign Households

Home Selection
Mechanism

Foreign Selection
Mechanism

Home Elasticity
of Demand

Foreign Elasticity
of Demand

Monetary Policy Monetary Policy

Reduced Demand

Reduced Demand

Reduced Demand

Increased Productivity Increased Productivity

Figure 7: Main mechanism of the model for a contractionary monetary policy shock.
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Incomplete markets

As discussed throughout this paper, I focus on the movements of export prices and output of final

goods in a two-country model. Under complete markets, the literature has shown that after supply-

side shocks, there is a unitary correlation between the real exchange rate and the ratio of home

to foreign consumption which is contradicted by the data (see Backus and Smith (1993); Corsetti

et al. (2008)). One explanation is that there is no perfect risk-sharing across countries. Ferrari

and Picco (2023) find that the adoption of the common currency in the Euro area even decreased

risk-sharing and consumption smoothing especially for periphery countries.

This model deviates from the classic CES preferences, and the selection mechanism can lead to

supply-side effects of monetary policy shocks. Therefore, incomplete markets seem more suitable

for matching the empirical findings.

Households

Following Ottaviano (2011), households have preferences over a continuum of differentiated varieties

indexed by i ∈ Ω. The representative household has the following utility function:

U = α

∫
i∈Ω

ccidi−
1

2
γ

∫
i∈Ω

(cci )
2di− 1

2
η
(∫

i∈Ω
ccidi

)2
− N1+ϕ

t

1 + ϕ
(2)

This function measures the utility that each consumer gains from each cci , the individual con-

sumption level of each variety i. The parameters α, η, and γ integrate the substitution and product

differentiation patterns. More specifically, α and η represent the substitution between differentiated

varieties, while a lower γ implies that consumers care less about varieties and more about increasing

the quantity they consume in total. Moreover, Cc =
∫
i∈Ω c

c
idi is the individual’s total consumption

of all the varieties. The parameter ϕ is the inverse Frish labor supply elasticity (Frisch, 1932).

I assume that a unique bond, which pays in units of Home aggregate consumption, is exchanged

between the two countries with a net supply equal to zero. Households receive income from provid-

ing differentiated labor NtWt, the proceeds from holding the bond Bt, and the profits of all firms

that operate, received as lump sum transfers
∫
i∈Ω Γt(i). On the other hand, household expenditures

are composed of the expenditures for final goods and the purchase of international bonds at a price

Gt.

∫
i∈Ω

pi,tc
c
i,tdi+GtBt ≤

∫ 1

0
Ne,tWe,t +Bt−1 +

∫
i∈Ω

Γt(i) (3)

The household’s problem is summarized as choosing the set {cci , Ne,t, Bt} taking as given
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{pi,t,Wt, Gt} for every t ∈ {0,+∞} and i ∈ Ω. Setting up the Lagrangian with λH,t as Lagrange

multiplier:

Et

∞∑
t=0

βtU(ci,t, Ne,t)− βtλH,t

[ ∫
i∈Ω

pi,tc
c
i,tdi+ ctBt −Ne,tWt −Bt−1 −

∫
i∈Ω

Γt(i)
]

(4)

After solving the first-order conditions (see Appendix F.1 for details) and assuming that all

households are identical and there is no heterogeneity, total consumption is equal to ci,t = Lcci,t,

where cci,t is each household’s consumption of variety i. Moreover, ci should be positive to be

consumed. Therefore, I take a subset Ω∗ ⊆ Ω containing all varieties i consumed and let O denote

the number of them. By integrating both sides of the equation of marginal utility of consumption:

aOH,t − (γ + ηOH,t)C
c
H,t = λH,t

∫
i∈Ω∗

pi,tdi = λH,tOH,tP̄H,t (5)

CH,t =

(
aLOH,t − λH,tLOH,tP̄H,t)

(γ + ηOH,t)
(6)

λH,tW
Flexible
t = Nϕ

t (7)

Where Cc
H,t is the total consumption units by each household, while CH,t is the total consumption in

each market with CH,t = LCc
H,t. I assume for the rest of the model that LH = LF = 1. Therefore,

the total consumption of all varieties depends positively on the number of varieties in the market

during period t and negatively on the marginal utility of total consumption. As for labor, the

equation 7 holds only for the steady state since I introduce wage rigidities in the following sections.

Moreover, the value of flexible wages is optimal and uniform across all types of labor.

The number of varieties in the market affects the marginal gains from consumption. Further-

more, instead of a price index, there is the average price of the available varieties. The λH,t is

defined as the marginal utility of income in the domestic market and can differ from that in the

foreign market.

However, CH,t includes consumption units of both domestic and foreign goods. Therefore, total

Home consumption is equal to the consumption units of domestic and foreign varieties:

CH,t = CH
H,t + CF

H,t (8)

Where CH
H,t is the consumption units of domestic goods by the domestic market, and CF

H,t is

the consumption units of foreign goods by the domestic market. The analysis of consumption

expenditures is done in the next sections.
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Similarly, the total number of varieties in the domestic market is equal to the domestic firms

plus the foreign exporters:

OH,t = OH
H,t +OF

H,t

Where OH,t is the total number of firms that sell in the domestic market H, OH
H,t is the number

of firms that produce and sell domestically in market H, and OF
H,t is the number of exporters from

market F to market H.

By using the demand function, there is a maximum price pmaxt at which a firm can sell its

product, as no purchases will occur at higher prices. Detailed derivations can be found in Appendix

F.3. Finally, with this utility function, the price elasticity of demand is not stable, unlike with CES

preferences. More specifically:

|ϵi| =
∣∣∣∣dcidpi

pHi
cHi

∣∣∣∣ = (pmaxH,t

pi,t
− 1
)−1

=
( pmaxH,t

pmaxH,t − γ
λH,tL

cH,i,t
− 1
)−1

(9)

The elasticity of demand depends on the expression
(
pmaxt

pi,t
−1
)−1

. Specifically, the elasticity of

demand is an increasing function of the marginal utility of income λH,t and a decreasing function of

the product differentiation γ. Moreover, Equation 68 shows that the maximum price is a decreasing

function of the marginal utility of income λH,t and the number of varieties Ot, as well as of the

average price of the varieties P̄t. Overall, an increase in λH,t or the number of varieties Ot or a

decrease in the average price of the varieties P̄t leads to a rise in the elasticity of demand. The

rise in the elasticity of demand makes the market more competitive leading to a decrease in the

markups.

Furthermore, since the nominal interest rate should be equal to the gross yield of the risk-less

bond:

βEt(1 + it)λt+1 = λt (10)

The model, in contrast with the standard New Keynesian literature, will be solved non-linearly

and in nominal terms.

In this model, the consumption-saving decisions of households are governed by the following

equation:

(γ + ηOH,t)CH,t − aLOH,t

(γ + ηOH,t+1)CH,t+1 − aLOH,t+1
= β(1 + it)Et

P̄H,t

P̄H,t+1

OH,t

OH,t+1
(11)

This equation includes an additional element compared to the standard version: the ratio
OH,t

OH,t+1
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which represents the change in the number of varieties available. Households prefer to spread

their consumption across different goods, so an increase in the number of varieties can boost their

marginal utility, while a decrease can reduce it. This element reflects how shifts in market dynamics,

such as the entry and exit of firms, impact consumption choices and marginal utility by altering

the range of available products.

Firms

As for the firms, I closely follow the model of Melitz and Ottaviano (2008). However, I include two

additional layers of firms: the intermediate input firms and the raw material firms. Final goods

firms use the intermediate input to produce the final good. Therefore, I deviate in two ways from

the original model. First, final goods firms do not use inelastic labor but input from another layer

of firms. Second, there is also trade of raw materials across countries. To summarise the structure:

Home
Households

Home
Raw Materials

Home
Interm. Inputs

Home
Final Goods

Labor Materials Inputs

Foreign
Households

Foreign
Raw Materials

Foreign
Interm. Inputs

Foreign
Final Goods

Labor Materials Inputs

Figure 8: Production structure

Households provide labor to raw material firms, which produce using only labor (capital can

be added), and a CES aggregator packages them. What they produce is used by intermediate

input firms in each market. Raw materials from the Home and Foreign markets are considered

imperfect substitutes. Then, intermediate inputs are used by final goods firms to produce the final

product that consumers consume. The introduction of additional layers allows the model to be

highly tractable while enabling further extensions, such as the introduction of capital.

Final Goods

Each final goods firm produces a differentiated good and seeks to maximize its profits. As in Melitz

(2003), there is an entry fee cost to enter the market, representing the starting costs of production,

research, development, and other fixed costs. Moreover, there are constant returns to scale with a

marginal cost MCi,t. Therefore, the firm’s problem is summarized as follows:

maxqi,tπt = pi,t(qi,t)qi,t −MCi,tqi,t (12)
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Since there is only one factor, the intermediate input, and using the production function qi,t =

AiY
I
i,t, the marginal cost is MCi,t =

P I
H,t

Ai
independently from the level of production. By denoting

vi =
1
Ai
, the marginal cost is equal to P I

H,tvi, where P
I
H,t is the price of the intermediate input, and

vi is the inverse productivity of the firm.

By solving the maximization problem, the optimal conditions are:

dpi,t
dqi,t

qi,t + pi,t = P I
H,tvi (13)

Given the constant returns to scale and the stable marginal cost, the maximization problem in each

market does not affect the other.

From the inverse demand function from the households section in Appendix F.3, there is a

relation between the price and quantity of production of each variety i. Therefore Equation 13

becomes:

ci,t = qi,t =
λH,tL

γ
(pi,t − P I

H,tvi) (14)

By deriving the maximum cost a firm can have and produce by solving for qi,t = 0 and substi-

tuting the maximum price pmaxt that a firm can set as before. This provides a direct relationship

between the maximum price and the cut-off cost – if a firm has a cost above this level, it does not

produce. I denote this cut-off cost as vHH,t and is equal with:

P I
H,tv

H
H,t = pmaxH,t → vHH,t =

pmaxH,t

P I
H,t

(15)

Proposition 3.1. Heterogeneous changes in the cut-off cost directly result in heterogeneous changes

in the elasticity of demand.

Proof. By using Equation 14 and Equation 15 the elasticity of demand becomes:

|ϵi| = (
vHH,t + vH,i,t

vHH,t − vH,i,t
) (16)

Where vH,i,t is the cost of production by an individual firm that sells in the Home market.

Therefore, a higher decrease of vHH,t leads to a higher elasticity of demand and thus to lower

markups (given that vHi,t < vHH,t). The detailed proof can be found in Appendix F.7.

This aspect of the model bridges the empirical findings on the selection mechanism with the

observed price discrimination practiced by French exporters. An heterogeneous movement in the

cut-off productivity can lead to heterogeneous movements in the elasticity of demand.
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The price equation is derived by substituting the inverse demand function in Appendix F.3 with

Equation 15 to reach:

pmaxt − pi,t = pi,t − P I
H,tvi,t ⇐⇒ pi,t =

1

2
(pmaxt + P I

H,t2vi,t) (17)

In the end, the equations for the price pi,t and markups µt of each variety i in the domestic market

H are:

pi,t =
P I
H,t

2
(vHH,t + vi,t) (18)

µt =
P I
H,t

2
(vHH,t − vHi,t) (19)

Hence, the most productive firms (and lower vi) will have lower product prices and higher

markups. Moreover, they will have higher profits and revenues than the firms with lower pro-

ductivity. A decrease in vHH,t would lead to reductions in individual prices, revenues, profits, and

mark-ups.

When comparing to a model with common productivity across all firms and CES preferences,

here the markups depend on the productivity of each firm. They are not stable, and the higher the

productivity (lower the vi,t), the higher the markup. The markup is equal to 0 only if vi,t = vHH,t.

Furthermore, the cut-off cost can affect each firm’s markup, output, price, and profits. If vHH,t

decreases, a firm with stable productivity will decrease its price. A larger decrease in vHH,t can

account for the differences I observe in the empirical part.

Exporters from the Home market to the Foreign market face an ”iceberg” cost 11 on their

production equal to τ . Given the production function, the maximization problem can be solved

separately for each market. The equations change to:

pHi,F,t =
τP I

H,t

2
(
P I
F,tv

F
F,t

τP I
H,t

+ vHi,t) (20)

µHi,F,t =
τP I

H,t

2
(
P I
F,tv

F
F,t

P I
H,t

− τvHi,t) (21)

qHi,F,t =
τλF,tP

I
H,t

2γ
(
P I
F,tv

F
F,t

τP I
H,t

− vHi,t) (22)

Where, vHF,t =
P I
F,tv

F
F,t

τP I
H,t

is the cut-off inverse productivity that a domestic firm needs to have to export

to the foreign market. This relationship contains the ratio of input prices in the two markets since it

can affect the overall marginal cost of production. The model allows each firm to set different prices

for each destination since the competition captured by vHF,t and v
H
H,t leads to different pressures on

11This is related to transportation costs, advertisement, etc.
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markups, output, and prices.

The existence of a sufficiently high τ ensures that only a proportion of firms export to the

foreign market. Otherwise, all firms from the more productive markets would export, contradicting

empirical evidence from the literature. More specifically, it holds that vHF,t < vHH,t.

Productivity Distribution

To simplify the results, I assume that the distribution G(v) for the productivity of the firms is a

Pareto distribution with lower productivity bound equal to Ad
t = 1

vi,t
and shape parameter 1 ≤ k.

Del Gatto et al. (2006), using firm-level data, find that the Pareto distribution fits well for firm

productivity, with a k near 2. The shape parameter k indicates the degree of productivity hetero-

geneity across firms. The higher k is, the less dispersed and more concentrated the distribution is

among lower-productivity firms. With k = 1, the distribution is the most dispersed. Additionally,

any truncation of a Pareto distribution retains the same distribution. Therefore, the distribution

is:

G(v) =
( v

vM

)κ
, v ∈ (0, vM ] (23)

In my framework, I study the dynamics between two countries with different distributions.

The parameters κ and vM are fundamental to identifying the differences in concentration and

productivity across the economies. The markets are identical except for these two parameters. The

goal is to replicate the dynamics observed in the empirical part.

if we assume that the foreign country is more productive, with zero tariffs, it would lead all the

Foreign firms to export to the domestic market. The iceberg cost τ would eliminate this possibility

and allow exporters’ bilateral entry and exit. More specifically, based on the cumulative density

function, the share of exporters from each market is:

OF
H,t = (

vFH,t

vFF,t
)κFOF

F,t (24)

OH
F,t = (

vHF,t

vHH,t

)κOH
H,t (25)

In this way, a sufficiently high τ ensures that vHF,t < vHH,t and v
F
H,t < vFF,t. The cut-off productivity

of exporting to each market is higher than the cut-off productivity of entering the domestic market.

Moreover, the share of firms that export from the home market to the foreign market can change

with different cut-off costs, but it also depends on the shape parameter of each distribution.
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Output, Consumption and Price Index

The average price of products is influenced by the domestic price of intermediate inputs, the cut-off

cost of domestic firms, and the shape parameters of both countries, weighted by the number of

varieties sold in the domestic market. The equation is:

P̄H,t =
OH

H,t
2κ+1
2(κ+1)P

I
H,tv

H
H,t +OF

H,t
2κF+1
2(κF+1)P

I
H,t(v

H
H,t)

OH,t
(26)

Where OH
H,t is the number of Home firms that sell in the home market while OH

F,t is the number

of Home firms that sell in the foreign market.

Similarly, the average production of each product in the domestic market is determined by both

the domestic and foreign prices of intermediate inputs, the domestic cut-off cost, and the ratios of

domestic to foreign varieties. The presence of the Lagrangian multipliers, λH,t and λF,t, multiplied

by the price of intermediate inputs, links the production function to the marginal income gain in

each market, thereby affecting overall demand 12. This establishes a form of pricing parity among

firms in each market, with minor variations due to the differing distributions of firms. Conversely,

the production levels of firms in each country respond more significantly to shifts in demand and

the competitiveness of both markets.

Q̄H
t =

QH
t

OH
H,t

=
OH

H,t
λH,t

2γ(κH+1)P
I
H,tv

H
H,t +OH

F,t
λF,t

2γ(κH+1)P
I
F,tv

F
F,t)

OH,t
(27)

Regarding markups, all firms with the same productivity (domestic or foreign) have the same

markup due to pricing parity. However, the average markup differs between domestic and foreign

firms because of the different productivity distributions:

µ̄Ht =
µH,t

OH,t
=
OH

H,t

P I
H,tv

H
H,t

2(κH+1) +OF
H,t

P I
H,tv

H
H,t

2(κF+1)

OH,t
(28)

To understand inflation and its movements, it is essential to determine each economy’s price

index by appropriately weighting the consumption of each good. The production of the final good

in each economy can be represented as the sum of domestic consumption and exports:

QH = QH
H,t +QH

F,T = OH
H,t

L

2γ(κH + 1)
λH,tP

I
H,tv

H
H,t +OH

F,t

L

2γ(κH + 1)
λF,tP

I
F,t(v

F
F,t) (29)

The consumption units of the final goods in each economy is equal to the sum of domestic con-

12The wage rigidities allow the monetary policy to affect the real marginal income gain and λP I
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sumption of domestically produced goods and imports from foreign markets:

CH,t = QH
H,t +QF

H,T = QH,t = OH
H,t

λH,t

2γ(κH + 1)
P I
H,tv

H
H,t +

λH,t

2γ(κF + 1)
OF

H,tP
I
H,tv

H
H,t (30)

The price index is calculated as the expenditure-weighted average price of all goods consumed:

PH
t =

OH
H,t

λH,tP
I
H,tv

H
H,t

2

4γ(κH+2) +OF
H,t

λH,tP
I
H,tv

H
H,t

2

4γ(κF+2)

CH,t
(31)

Free Entry Equilibrium

Following Melitz (2003), I assume that a firm only learns its productivity after paying an irreversible

entry cost, as first modeled by Hopenhayn (1992). This fixed cost is measured in units of an

intermediate input, so a firm will choose to enter only if expected profits exceed this cost. Moreover,

the price of the investment good is determined by the price of the intermediate input. The final

relationship is:

πHt =

∫ vHH,t

0
πHH,i,tdG(v

H) +

∫ vHF,t

0
πHF,i,tdG(v

H)− P I
t fE (32)

Where πHH,I,t are the profits from the domestic sales while πHF,i,t are the profits from the foreign sales.

A new firm will enter the market only if the expected profits are non-negative, i.e., πet = 0. The

distribution should consider all the firms that may enter, not only the surviving ones. Consequently,

the maximum inverse productivity shifts from vHH,t to v
M
H representing the minimum productivity

a firm can potentially have if no fixed costs were present. Additionally, I assume that firms are

required to pay the fixed cost each period while their profits are distributed to households without

accumulation. This assumption ensures a distinct distribution for each market in each period.

Solving for the condition πHt = 0 (see Appendix F for details), the cut-off cost in the economy

for each period is given by:

vHH,t =
(
fE

2γ(κH + 1)(κH + 2)(vMH )κH

λH,tLHP I
H,t

− τ2
λF,tLF

λH,tLH
(
(P I

F,t)

τ(P I
H,t)

vFF,t)
κH+2

) 1
κH+2 (33)

It is also necessary to assume that vMH is sufficiently greater than vHH,t. This is because the less

productive firms will incur losses and choose not to participate in production. Since these firms do

not survive, they will not be included in our set Ω∗.

The cut-off cost of the Home country directly depends on the cut-off cost of the foreign country.

Moreover, it depends on the price of intermediate inputs and the marginal utility of consumption
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in each country, establishing interdependence between the two economies and affecting production

costs in each market. Moreover, I assume that LF = LH ; however, if the foreign market size is

relatively small, the impact on the domestic economy is minimal.

The presence of the ratio
(PW

F,t)

τ(PW
H,t)

accounts for differences in the productivity of final goods firms,

incorporating the price of intermediate inputs. Lower productivity in the foreign market increases

the selection effect in the domestic market. Specifically, higher foreign inverse productivity vFF,t

results in lower domestic inverse productivity vHH,t.

Notably, the term λH,tP
W
t indirectly connects the cut-off productivity to the marginal utility

of households. A contractionary monetary policy shock would lead to a higher value of this term,

consequently decreasing in the cut-off productivity.

Proposition 3.2. In equilibrium:

v̂HH ≈ − AH

κH + 2

(
λ̂H,t + P̂ I

H,t

)
︸ ︷︷ ︸

Domestic Effect

−BH

[
(P̂ I

F,t − P̂ I
H,t) +

ˆvFF,t +
1

κH + 2

(
λ̂F,t − λ̂H,t

)]
︸ ︷︷ ︸

Foreign Effect

(34)

Where:

AH =
fE

2γ(κH+1)(κH+2)(vMH )κH

λ∗
HP ∗

H

vH∗
H

BH =
τ2

λ∗
F

λ∗
H

(
P I∗
F

τP I∗
H

)κH+2

vH∗
H

Proof. The result is derived by log-linearizing Equation 33.

Proposition 3.2 differentiates between the domestic and foreign effects within the selection

mechanism. The domestic effect hinges on changes in the marginal gain from income and the

prices of intermediate inputs, as well as the value of the shape parameter. In contrast, the foreign

effect is associated with changes in the profit generated from exports by domestic firms. This

incorporates the relative shifts in the price of intermediate inputs and the marginal gain from

income, along with the productivity of the foreign market (which is tied to competitiveness) and

the shape parameter. Notably, the direct impact of the foreign market’s cut-off cost exerts a

negative effect on the domestic market’s cut-off cost—a more productive foreign market reduces

domestic firms’ export profits, which, in turn, has a positive effect on the domestic market’s cut-off

cost. The following two Lemmas explain the variations observed based on the value of the shape

parameter.

Lemma 3.3. In a closed economy, the domestic effect becomes stronger when the distribution of

firms is more skewed, which corresponds to a lower value of the shape parameter k.
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Proof. In a closed economy the equation is transformed to :

v̂HH ≈ − 1

κH + 2

(
λ̂H,t + P̂ I

H,t

)
(35)

Given that the two economies are identical except for their shape parameter, the economy with

a more concentrated distribution (i.e., a lower κ) will exhibit a stronger selection effect. This

occurs because a lower κ implies a higher concentration of firms with varying levels of productivity,

intensifying the competitive pressure. Consequently, a contractionary monetary policy shock would

result in a more significant decrease in the cut-off cost for the more concentrated economy, as firms

face greater challenges to remain viable in the market.

Lemma 3.4. In the two-country model, under the given calibration, the foreign effect carries greater

weight compared to the domestic effect in the less concentrated economy.

Proof. The proof directly follows from the steady state conditions of the two economies. The less

concentrated (Home) country, characterized by a higher shape parameter k, exhibits a higher cut-

off steady state (vHH ) along with a lower nominal marginal gain of income and a lower price of

intermediate inputs. As a result, BH > BF and AH < AF . Consequently together with the lower

domestic effect, this leads to a stronger reliance on the foreign effect.

Overall, these lemmas highlight the importance of the foreign effect on economic outcomes.

Since the domestic effect is more pronounced in the foreign (more concentrated) economy for small

changes in λH,t, λF,t, P
I
H,t, P

I
F,t, and given that the foreign effect has a greater impact on the home

market, the resulting trade dynamics will amplify the differences in selection effects between the two

countries. Specifically, in response to a contractionary monetary policy shock, the stronger domestic

effect in the foreign economy leads to a more substantial decrease in the cut-off productivity in the

foreign economy, while the home economy experiences a relatively smaller decline in its cut-off

productivity.

Intermediate inputs

It is possible to derive the total demand for intermediate input from the final goods firms. The

input used by each firm can be expressed as:

Ii,t = qi,t ∗ ci,t
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where qi,t is the quantity of final good produced and ci,t is the input per final good unit that firm

i produces at time t.

By using the productivity distribution assumed in the previous sections, we can aggregate the

demand across all firms to find the total intermediate input demand (details in Appendix F.7) from

the final goods firms:

IWH,t =
κHλH,tO

H
H,tP

I
H,tLH

2γ(κH + 1)(κH + 2)
(vHH,t)

2 +
κHλF,tO

H
F,tLF

2γ(κH + 1)(κH + 2)

(P I
F,t)

2

τP I
H,t

(vFF,t)
2 + fEO

H
H,t (36)

The first component relates to the domestic demand for final goods, while the second part

addresses the foreign demand. Additionally, firms need a fixed quantity of intermediate inputs

each period to enter the market.

Intermediate input firms use raw materials to produce the inputs consumed by final goods firms.

I assume that raw materials can be traded across countries, with an elasticity of substitution equal

to 1
1−ρ with ρ < 1. This assumption implies that raw materials are imperfect substitutes, compelling

wholesale goods firms to source raw materials from both economies to produce effectively:

IWH,t = (α1−ρMH
H,t

ρ + (1− α)1−ρMF
H,t

ρ)
1
ρ (37)

where MH
H represents the raw materials produced in country H and used by country H.

The price of the intermediate input is equal to:

P I
H,t = (αPMF

H,t

ρ
ρ−1 + (1− α)PMH

H,t

ρ
ρ−1 )

ρ−1
ρ (38)

Where PMF
H,t is the price of the raw materials produced in country F and sold in country H.

By introducing these two layers of firms, I am able to maintain the differences between the

movements of P I
H,t and P I

F,t relatively small and interrelated. Specifically, both prices of raw

materials are incorporated into the equation, weighted by α and the elasticity-related parameter

ρ. This structure ensures that the interaction between domestic and foreign input prices remains

balanced and interconnected within the model.

Raw Material Firms and Optimal Pricing

Assume a continuum of firms producing using labor, where all firms share the same productivity

level At, consistent with the New Keynesian framework. This assumption implies that productivity
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is homogeneous across firms, allowing for simplified analysis of output, pricing, and employment

dynamics.

Mj,t = AtLjN
1−α
j,t (39)

Since the firms are symmetric, at the steady state, the total production will be equal to:

Mt = AtL(Nt)
1−α (40)

The use of raw materials by wholesale firms is structured by assuming the following CES

”packaging” function:

MH
t = (

∫ 1

0
(Mj,t)

ϵ−1
ϵ )

ϵ
ϵ−1 (41)

which by solving the problem of the firms (see Section ?? for details) would lead to the price:

PMH = (

∫ 1

0
p1−ϵ
j,t dj)

1
1−ϵ (42)

I assume that the price of raw materials is uniform across both markets. However, there is an

iceberg cost associated with the trade of raw materials. Therefore:

PMH
F = PMH

H ∗ τ (43)

The total production of raw materials by each country is equal to:

MH
t =MH

H,t +MH
F,t = AtLN

1−α
t (44)

The raw material firms produce with a marginal cost equal to Wt, and they price their product:

P I
t
ϵ−1
ϵ Wt where ϵ is the price elasticity of demand from the intermediate input firms. In the baseline

results, I consider wage rigidities, which did not impact firms’ markups. In an extended analysis,

quadratic costs of price adjustments can be introduced with an effect on the markup and marginal

cost of production.

As will be demonstrated in the following sections, the trade elasticity of inputs plays a pivotal

role in influencing both trade flows and markups.
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Monetary Policy

I use a simple Taylor rule:

it =
1

β
(
it−1

β
)ρ

i
(Π

ϕp

t

Qt

Qss

ϕy

)1−ρiξt (45)

where log(ξt) is following an AR(1) process with 0 < αξ < 1:

log(ξt) = εt (46)

The Taylor rule incorporates both the deviation of final production from its steady state and

inflation, which is calculated based on the price index of final goods. The movement of the cut-off

cost contributes to changes in markups, which has a further effect on inflation. Specifically, if a

contractionary shock results in a reduction of vHH,t (and so an increase in productivity), it triggers

a procyclical effect on prices during the shock period due to increased competition. However, in

subsequent periods, the entrance of less productive firms leads to a countercyclical effect on prices

as market conditions shift.

I assume that both markets have equal size and weight in the application of the Taylor rule.

Consequently, the central bank considers the average inflation and the deviation from the overall

steady-state output in its policy decisions.

Trade Balance

The trade balance between the two economies is influenced by several factors. First, the relative

number of Home exporters compared to foreign exporters has a positive effect on the domestic

trade balance. This relationship is moderated by two key dynamics: the number of domestic

firms and the cut-off productivity level in each market. The economy with a more concentrated

firm distribution has a higher density of firms with high productivity and is more responsive to

changes in competition in the foreign market. Second, the pricing to market leads to different

effects on the value of exports. For example, PW
F,tc

F
F,t represents the maximum value a firm can

set on the foreign market, and it would lead to different exporting prices if there are differences

across countries. Additionally, the Lagrangian multiplier is associated with the marginal utility

of wage or consumption. In incomplete markets, the Lagrangian multiplier can move differently

across countries. The trade balance of the final goods is equal to:

TGH,t = OH
F,t

λF,t(P
I
F,t)

2vFF,t
4γ(κH + 2)

−OF
H,t

λH,t(P
I
H,t)

2vHH,t

4γ(κF + 2)
(47)
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The first part defines the exports from the home market to the foreign market while the second

part defines the associated imports. While the overall trade balance is equal to:

TH,t = OH
F,t

λF,t(P
I
F,t)

2vFF,t
4γ(κH + 2)

−OF
H,t

λH,t(P
I
H,t)

2vHH,t

4γ(κF + 2)
+MH

F,tPM
H
t −MF

H,tPM
F
t (48)

The overall trade balance takes into account the trade of raw materials between the two countries.

Finally, the shape parameter κ leads to different prices than domestic ones. Specifically, imports

are cheaper in the domestic market when κF < κH . This is because the foreign market, with a lower

k, has a higher concentration of more productive firms, resulting in a greater density at the right

tail of the productivity distribution. Consequently, the increased productivity among foreign firms

enables them to offer competitive prices, making imports more affordable compared to domestically

produced goods.

Debt elastic interest rate

As shown in Schmitt-Grohé and Uribe (2003), the model would not induce stationarity since, after

a shock, the bond holdings will not return to a steady state. For this reason, I use a debt-elastic

interest rate, which would lead to slight deviations of each domestic interest rate from the monetary

union one. More specifically, the interest rate will be slightly higher if a country holds debt.

i∗H,t = it + ψ(e
(
dH,t
¯dH,t

)
− 1) (49)

Where debt is equal to dH,t = −BH,t and ψ is a parameter related to the interest rate premium.

I assume a very low value of ψ that induces stationarity.

Wage rigidity

I introduce wage rigidity a la Calvo (1983). Each household provides a range of differentiated labor

input Nt =
∫ 1
0 Ne,t with a wage We,t. Each labor input has a probability µ to change its wage.

Given that this probability is independent of the labor input:

log(Wt)− log(Wt−1) = βEt(log(Wt+1)− log(Wt)) +
µ(1− β(1− µ))

1− µ
(log(Nϕ

t )− log(Wtλt)) (50)

The wage would depend on the previous wage level and the expectation of the wage level for

the next period. In this way, I can introduce wage rigidities without leading to state-dependent

changes in the markup of the intermediate input.
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4 Results

Closed Economy

In this section, I present the responses generated for a closed economy model. By assuming two

identical closed economies that differ only in their productivity distributions, the model yields

different magnitudes of responses.

The shape and scale parameters are critical in determining the effects of a monetary policy

shock. Notably, there is no trade of raw material goods within this closed economy framework. For

this analysis, I use the following calibration:

Parameter Description Value

fE Fixed entry cost 0.17
vMH Maximum potential cost 13.5
vMF Maximum potential cost 13.5
ϕ Inverse Frisch elasticity 3
η Preferences parameter 10
α Preferences parameter 5
γ Preferences parameter 11
A Productivity of the intermediate input firms 1
L Market size 1
κH Shape parameter of Pareto distribution 2.5
κF Shape parameter of Pareto distribution 2
αN Capital returns 0
τ Iceberg cost 1.5
ϕπ Taylor rule (Inflation) 2
ϕy Taylor rule (Output) 0.2
ϵ Elasticity 6
β Discount factor 0.99
ρξ AR(1) monetary policy shock 0.9

Table 4: Parameters, their descriptions, and values

I use the elasticity of labor supply and substitution parameters related to raw materials as

outlined in Gali and Monacelli (2005). The preference parameters are calibrated to enable trade

within a monetary union between two economies, where the shape parameters are κH = 2.5 for the

Home economy and κF = 2 for the Foreign economy. For higher values of α the less concentrated

economy would only import final goods. Similarly, I use a sufficiently high τ . In the baseline model,

I assume there is no capital and that raw material production exhibits constant returns to scale.

As previously described in the model, production assumes constant returns to scale, and the

population is normalized to 1. Additionally, I use the price of raw materials PMt = 1 as the

numeraire. Following these assumptions, I derive the steady state of the system:
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Variable Description κ = 2.5 κ = 2

Qss Final Good Output 0.064 0.076
vdss Inverse Cut-Off Productivity 13.268 12.207
Nss Employment 0.649 0.661
Iss Intermediate input 0.649 0.661
Oss Number of Firms 1.124 1.198
PW Price of Intermediate Input 1 1
Pmax Maximum Price 13.268 12.207
λ Langrangian Multiplier 0.328 0.346
Wss Wage 0.833 0.833
P̄ Average Price 11.373 10.173

Table 5: Comparison of Steady State Values for Different κ Values

The economy with a higher concentration of firms (lower k), and consequently more productive

firms, exhibits higher levels of steady-state output, productivity (inverse of vss), firms, labor, and

input. Additionally, this economy maintains a lower price level but a higher markup, as reflected

in the equations. This outcome stems from the assumption that the input price is the same across

the two economies.

To further analyze these dynamics, I run simulations of a monetary policy shock using the

established equations, parameters, and steady-state values described above. These simulations

help illustrate the differing responses between the two economies, highlighting how variations in

productivity distribution shape economic outcomes under policy changes.

As expected, the markups follow the cut-off cost cHH,t and decrease in response to a contrac-

tionary monetary policy shock. Additionally, the cut-off costs, output, real wages, inflation, the

number of firms, and employment all decline as a result of the shock. The real interest rate rises

as the nominal interest rate increases beyond its steady-state level due to an overreaction to infla-

tion. The markup of the final good represents the additional effect on markups compared to the

standard New Keynesian model. Therefore, my model can replicate empirical findings observed in

the literature, such as the reduction in the number of firms following a contractionary policy shock.

Moreover, the model incorporates endogenous productivity and markups, offering a richer analysis

of economic dynamics and firm behavior after monetary policy shocks.

Different Distributions

Finally, I repeat the simulations, this time using different values for the productivity distribution.

I choose the shape parameters κ = 2.5 and κ = 2 for the Pareto distribution while keeping the

minimum potential productivity for firms fixed at vM = 13.5. This setup allows for a comparison

of results between economies with varying productivity distributions k but the same minimum
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productivity threshold vM .

Figure 9: Responses for different Shape
Notes: The table presents the responses of a closed economy for a different shape parameter.
All the values are log-deviations from the steady state. The monetary policy shock is 10 basis
points.

I observe that the cut-off costs, and markups decrease more significantly in economies with

more skewed productivity distributions while the output decreases less. In the more productive

economy, productivity increases more, and markups fall more, leading to distinct movements in

output and real wages. Additionally, the number of firms shows a slightly higher reduction in the

less concentrated economy. All these results are related to the log-deviations from the steady state

and not the changes in levels.

Furthermore, I repeat the procedure while keeping the shape parameter constant at κ = 2 for

both distributions but using different values for the minimum productivity, vM : vM = 13.5 and

vM = 11. The results show that both economies react in a nearly identical manner, with the

observed differences being very small and insignificant. The only notable distinctions are in output

and the number of firms: output decreases to a lesser extent in the more productive economy, while

the number of firms decreases more sharply. Consequently, the model suggests that the shape of

the productivity distribution has a greater impact on outcomes than the scale (minimum value)

and it is consistent with the baseline empirical results.
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Figure 10: Responses for different Shape
Notes: The table presents the responses of a closed economy for a different scale parameter.
All the values are log-deviations from the steady state. The monetary policy shock is 10 basis
points.

Monetary Union

In transitioning to the two-country monetary union model, I assume two identical countries that

differ only in their productivity distributions. These differences alone can result in varying magni-

tudes of the monetary policy effect across countries. I focus specifically on differences in the shape

parameter, testing the case where κH = 2.5 and κF = 2, while assuming a trade elasticity for raw

materials of 2.13 The trade channel and the interdependencies can lead to a more important role

for the differences in the productivity distribution of the firms.

The model simulation reveals significant heterogeneous effects between the two economies and an

”amplification” effect in the less concentrated (less skewed) market. The selection mechanism drives

unproductive firms out of both economies, resulting in increased productivity (lower cut-off costs).

However, following a contractionary monetary policy shock, there is an asymmetric adjustment

in the cut-off levels. According to the free-entry condition, the decline in demand causes a more

minor cut-off movement in the less skewed economy. The productivity distribution in economies

with higher κ has greater density among less productive firms, meaning the expected profits do not

13The results are robust even when assuming an elasticity of 1 or 6. However, with low elasticity, the consumption
and quantity ratio significantly increases for the less skewed market after the initial periods.
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change drastically. This limited reallocation leads to a more considerable output reduction, as the

productivity of final goods firms does not adjust to the same extent as in economies with lower κ.

Variable Description κ = 2.5 κ = 2

Qss Final Good Output 0.019 0.161
vdss Inverse Cut-Off Productivity 12.969 10.509
Nss Employment 0.591 0.662
Css Consumption 0.079 0.101
Iss Intermediate input 0.178 1.049
Oss Number of Firms 1.288 1.685
PW
ss Price of Intermediate Input 1.308 1.370
PM
ss Price of Raw Materials 1 1.260
Pss Consumer Price Index 6.410 5.406
Pmax Maximum Price 16.968 14.399
λss Langrangian Multiplier 0.247 0.276
Wss Wage 0.833 1.050
P̄ss Average Price 14.231 12.013
OH

H,ss Domestic Firms 0.291 1.615

OH
F,ss Exporters 0.070 0.997

Mss Raw Materials 0.591 0.662
Tss Trade Balance (Final Goods) -0.293 0.293

Table 6: Steady state of the two country model

The further decline in cut-off costs in more concentrated economies is consistent with the em-

pirical evidence discussed earlier related to the selection mechanism . Moreover, this shift in cut-off

costs allows the model to replicate the observed pricing dynamics of French exporters following

a monetary policy shock. Since the elasticity of demand is endogenous and influenced by each

market’s cut-off cost, exporters adjust their prices and markups after the shock. The decrease in

demand, reduction in product variety, and rising marginal consumption gain all contribute to lower

markups due to increased competition from the surviving productive firms. However, firms must

reduce prices even further in more concentrated markets, as competition is more intense. Figures

12 and 13 demonstrate that a 10-basis-point contractionary monetary policy shock leads to a 0.22%

cut-off cost reduction in the less skewed market and a 0.34% reduction in the more skewed market.

Regarding inflation, the model shows an initial spike during the shock, causing a rise in the

relative prices of final goods. In the less concentrated economy, the consumption basket becomes

more expensive than in the more concentrated one. As unproductive firms re-enter the market

in subsequent periods, the relative price ratio converges to its steady-state value. As a result,

the inflation differential is high and positive in the first period but turns negative after that.

Indeed, as Figures 11 and 13 illustrate, a 10-basis-point contractionary monetary policy shock

causes prices to rise by approximately 0.1% more in the less concentrated economy compared to

the more concentrated one. The value is not as small as it seems, given that this translates to
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around 12% lower inflation in the Foreign market.

There are also strong heterogeneous responses in final goods production. As shown in Figures

12 and 13, output declines significantly more in the less concentrated economy. Specifically, the

output of final goods falls by 4% in the case of κ = 2, while the decline is around 8% in the less

concentrated economy κ = 2.5. The primary driver of this disparity is the productivity gains in final

goods firms. In contrast, movements in consumption units are similar between the two countries,

though the difference is smaller. Both output and consumption unit changes are sensitive to the

raw material elasticity across countries for intermediate input production. When elasticity is close

to 1, the signs of the percentage changes in consumption and output tend to reverse more quickly

after the shock.14

The model offers valuable insights into trade dynamics between the two countries. Overall,

the trade balance of final goods improves for the less productive (less skewed κ = 2.5) economy,

primarily due to a larger reduction in imports. As shown in Figures 12 and 13, the percentage

decrease in exporters from the steady-state value is larger for the less skewed economy. The lower

cut-off cost in the foreign economy makes it harder for domestic firms to enter that market. However,

because there are more exporters from the more skewed economy in the steady state, the absolute

decline in exporters is greater for the more skewed economy. This effect outweighs the increase

in foreign exports to the home country. Overall, the home country’s final goods trade balance

increases due to the absolute change in the number of exporters between the two countries. In

Figure 13, we see that after a 10-basis-point contractionary monetary policy shock, the final goods

trade balance in the less skewed economy rises by about 0.9% in the first period. However, after

an initial increase, the overall trade balance in the less skewed economy turns negative before

returning to its steady state.Furthermore, the entry and exit of exporters across the two markets

would contribute to stabilizing the average markup between the two countries. A lower number of

foreign exporters, driven by reduced demand in the Home market, would result in further decreases

in markups, ultimately bringing the average markup closer to parity across the two markets.

The model successfully replicates the dynamics observed in the empirical section. As seen in

Figure 13, a firm with stable productivity (e.g., a French exporter or a third-country exporter)

would increase by 0.25% more the markup in the less skewed economy than in the more skewed

one. The subfigure illustrates the difference between
pmaxH,t−(pmaxS

H)

pmaxS
H

and
pmaxF,t−(pmaxS

F )

pmaxS
F

, closely

related to the shape parameter and monetary policy shock.15 On the other hand, cut-off costs

decreases less in the less concentrated economy. Indeed, in the empirical section, I provide evidence

of a reallocation effect that leads to higher productivity in more concentrated economies.16 With

14Even in the displayed graphs, the consumption and output percentage changes reverse due to bond movements
and the debt-elastic interest rate.

15Note that the dependent variable is the cumulative price change.
16The paper’s primary goal is not to match aggregate productivity movements but rather to highlight cross-country
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the current calibration, the model generates coefficients of about 0.5% for markups and 0.24% for

productivity, compared to 0.9% and 2% in the empirical data.17 It is also important to note that

the estimation uses a wide range of variables to account for country-specific effects, exporter size,

and other factors. o

Figure 11: Response functions to a contractionary monetary policy shock

Notes: The figure displays responses on a ten basis point contractionary monetary policy

shock. The trade elasticity is equal to 2. The values are the log-deviations from the steady

state. The figure ”Bond” displays the Bond holdings of the home households.

differences due to the selection effect.
17Productivity data uses yearly frequencies, making precise matching difficult. Moreover, the steady state of the

cut-off cost can be important for the comparison between the empirical part and the model.
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Figure 12: Response functions to a contractionary monetary policy shock

Notes: The figure displays responses on a ten basis point contractionary monetary policy

shock. The trade elasticity is equal to 2. The deviations are in percentage change from the

steady state. The Markup (Firm) subfigure shows how a third country exporter would change

its markup in a different way across the two countries.
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Figure 13: Response functions to a contractionary monetary policy shock

Notes: The figure displays responses on a ten basis point contractionary monetary policy

shock. The trade elasticity is equal to 2. The values are the difference between the Home and

Foreign percentage change from the steady state (except from the trade balance).
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Small Open Economy

To understand the role of interdependencies between the two economies in the model, I simulate

the small open economy framework. In this setup, trade between the economies is included, but

the dynamic effects of monetary policy on the foreign economy are excluded. This approach reveals

that disregarding the interactions between the two economies results in an inability to replicate

empirical findings.

Figure 14: Responses to a contractionary monetary policy shock- small open economy

Notes: The figure displays responses on a ten basis point contractionary monetary policy shock.

The trade elasticity is equal to 2. The values are the log deviations from the steady state).

Indeed, as shown in Figure 14, the response patterns differ significantly from those observed in

the two-country model. Specifically, the decrease in the cut-off productivity level is much smaller,

resulting in a weaker selection effect. This results in minimal differences between the two economies

and only marginal markup adjustments by exporters. The average markup increases by less than

0.0007%, illustrating that a small open economy framework cannot capture the pronounced het-

erogeneous changes in the selection effect and markup adjustments seen in a more interconnected,

two-country setup.
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Output and Trade

Beyond dynamic price discrimination and productivity effects, the model predicts additional out-

comes. Notably, output decreases significantly more in less concentrated economies, while net

exports of final goods increase. Furthermore, the Producer Price Index (PPI) declines more in

highly concentrated markets. Although these dynamics are theoretically interesting, there is a no-

table gap in the existing literature when it comes to empirical evidence supporting these outcomes.

In this section, I address this gap by providing empirical evidence using local projections to show

that the model’s predictions align with observed data.

I employ country-sector-specific macroeconomic data at monthly frequencies, focusing on the

manufacturing sectors within the Euro area. Additionally, I incorporate variables related to the

distribution of firms. Further details on the data and specifications are provided in Appendix G.

yt+h − yt−1 = α0 + FE + ϵMt + βhProdt− 12ϵmt+

L∑
l=1

Xt−l + ut+h (51)

The dependent variable is the change in the industrial production or producer price index (log)

or the intra-euro trade balances for each specific country-sector. I include lags of the dependent

variables as explanatory variables. Additionally, country, industry, and month fixed effects are

incorporated18.

The results reveal consistent and significantly different responses of country-sectors to monetary

policy shocks, contingent upon their market concentration. Specifically, in more concentrated

country-sectors (one s.d. difference), industrial production decreases more by approximately 1.2%

following a contractionary 10 basis point cumulative monetary policy shock. Additionally, there

is a pronounced decline in trade balances. Furthermore, these more concentrated sectors (one s.d.

difference) experience stronger decreases in their domestic Producer Price Index (PPI)19 and in

their import price index from other Euro area countries, with decreases more by around 0.2% for

the same contractionary shock. These findings remain robust even when employing the scale and

shape parameters from Amadeus and CompNet.

These empirical responses provide evidence that the additional predictions of the model align

with observed data. Not only do the signs of all responses correspond with theoretical expectations,

but the model also accounts for the stronger effects on output. The selection mechanism emerges

as the primary driver of these results, while the existing pricing parity contributes to a smaller yet

significant effect on prices.

18In the case of trade balances, I also include lags of their own values.
19The PPI of domestic firms in the domestic market.
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(A.) Industrial Production (B.) Trade Balance

Figure 15: Responses to Monetary Policy Shock

Notes: The figures display the coefficients for the interaction between concentration (HHI) and
monetary policy (MP) shock. Industry interactions with the MP shock are included.

(A.) PPI (Domestic) (B.) Import Price Index (Euro area)

Figure 16: Responses to Monetary Policy Shock

Notes: The figures display the coefficients for the interaction between concentration (HHI) and
monetary policy (MP) shock. Industry interactions with the MP shock are included.

5 Conclusions

This paper investigates the heterogeneous transmission of monetary policy within a monetary

union, emphasizing the critical role of market concentration and firms’ productivity distributions.

Using macroeconomic and customs data, I provide evidence of asymmetric responses in export

prices across the Euro area, highlighting how variations in market structures contribute to these

differences. By incorporating the trade model of Melitz and Ottaviano (2008) into a two-country
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monetary union framework, the paper replicates these empirical findings and shows that the se-

lection mechanism embedded in the model reflects observed productivity dynamics following a

monetary policy shock.

The model provides further insights into how contractionary monetary policy shocks affect

trade balance and output, particularly in economies with more skewed productivity distributions.

Empirical evidence from country- and sector-specific data supports these findings, demonstrating

that economies with lower market concentration experience sharper declines. These results under-

score the varied impacts of monetary policy due to structural differences across member countries,

challenging the conventional view of uniform policy effectiveness within a monetary union.

Dynamic price discrimination emerges as a crucial factor in the monetary policy framework.

Destination-specific market concentration influences inflation pass-through between countries, in-

troducing new dynamics into the transmission of monetary policy. This highlights the limitations of

a one-size-fits-all approach and calls for a broader discussion on optimum currency area theory and

the potential role of supplementary fiscal policies. Variations in firms’ productivity distributions

can lead to divergent inflation and markup dynamics, directly affecting policy responses. Moreover,

reducing entry barriers for firms may amplify these dynamics by increasing market concentration.

The empirical findings from French exports illustrate the importance of firm-level and transaction-

level data in capturing economic dynamics within a large currency area. Extending this analysis

to other countries’ customs data would enhance our understanding of underlying mechanisms and

reveal potential deviations or influencing factors. Beyond monetary unions, the concept of dynamic

price discrimination may also be relevant in integrated markets with fixed exchange rates, even in

the presence of exchange rate variability. This could have implications for large economies like the

United States, where regional differences in firms’ distributions may lead to heterogeneous effects

on monetary policy transmission.

The model developed in this paper integrates Melitz and Ottaviano (2008) selection mechanism

with endogenous and heterogeneous markups, wherein a producer’s markup depends on its pro-

ductivity and the concentration of the destination market. The inclusion of wage or price rigidities

introduces real economic effects, as changes in demand impact market competition. Firms facing

reduced demand adjust their markups, and less productive firms may exit the market. The degree

of these effects is influenced by the distribution of firms’ productivity, leading to varied responses

to common monetary policy across different countries. The model’s outputs align with observed

empirical patterns related to trade, production, and pricing.

Future research could explore the design of optimal monetary policy within this context. Given

that monetary policy shocks affect output and inflation heterogeneously across the Euro area,

understanding the policy implications is vital. The strength of dynamic price discrimination hinges
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on trade intensity among member countries and disparities in firms’ productivity distributions,

which could lead to complex inflation pass-throughs within the currency union. Investigating

the efficacy of unconventional monetary policies and the interaction between monetary and fiscal

policies would provide valuable insights. Furthermore, this paper focuses mainly on the producer

price index and not on how retailers set prices. Future research is needed on how retailers absorb

these changes to determine the overall impact on consumer price index inflation.

This paper sheds light on how common monetary policy shocks influence trade dynamics in the

Euro area. The adoption of a unified currency and market has heightened trade interdependence

among member countries. Dynamic price discrimination and heterogeneous trade responses thus

stand out as significant features of monetary union economics. Continued research and the collection

of detailed data are necessary to deepen our understanding of trade dynamics, particularly in

response to common economic shocks, and to evaluate the impact of various policy measures.
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Zona (2022) “User Guide for the 9th Vintage of the CompNet Dataset.”

Hayo, Bernd and Birgit Uhlenbrock (2000) “Industry effects of monetary policy in Germany,” in

Regional aspects of monetary policy in Europe, 127–158: Springer.

Hopenhayn, Hugo A (1992) “Entry, exit, and firm dynamics in long run equilibrium,” Econometrica:

Journal of the Econometric Society, 1127–1150.
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Jordà, Òscar (2005) “Estimation and inference of impulse responses by local projections,” American

economic review, 95 (1), 161–182.

Kaplan, Greg and Guido Menzio (2015) “The morphology of price dispersion,” International Eco-

nomic Review, 56 (4), 1165–1206.

Levinsohn, James and Amil Petrin (2003) “Estimating production functions using inputs to control

for unobservables,” The review of economic studies, 70 (2), 317–341.

Melitz, Marc J (2003) “The impact of trade on intra-industry reallocations and aggregate industry

productivity,” econometrica, 71 (6), 1695–1725.

Melitz, Marc J and Gianmarco IP Ottaviano (2008) “Market size, trade, and productivity,” The

review of economic studies, 75 (1), 295–316.

54



Melosi, Leonardo (2017) “Signalling effects of monetary policy,” The Review of Economic Studies,

84 (2), 853–884.

Miranda-Agrippino, Silvia and Giovanni Ricco (2021) “Bayesian local projections.”
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Appendix A Descriptive Statistics

In this section, I provide the summary statistics for all datasets utilized in the empirical analysis

of the customs data.

Variable Obs Mean Std. dev. Min Max

Price Change 29,770,000 0.0298 0.274 -0.660 2

Table A1: Summary Statistics for the monthly change of prices

Figure A1: Density distribution of price change rate

Variable Obs Mean Std. dev. Min Max

TFP Mean 998 5.822 4.476 1.759 36.82
TFP Skewness 998 1.196 0.621 -0.857 4.278
TFP Scale 998 2.283 1.156 0.765 10.63
TFP Shape 998 1.785 0.734 0.437 4.984

Table A2: Summary Statistics for the productivity parameters from Compnet
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Variable Obs Mean Std. dev. Min Max

HHI Revenue 1,712 0.0442 0.0600 0.000811 0.548
HHI VA 1,712 0.0410 0.0536 0.000652 0.423
HHI Revenue Mean 1,724 0.0460 0.0607 0.00133 0.437
HHI VA Mean 1,724 0.0422 0.0522 0.00112 0.311

Table A3: Summary Statistics for the concentration parameters from Compnet

Variable Obs Mean Std. dev. Min Max

TFP Scale 115 78.26 122.5 0.0310 625.0
TFP Shape 115 2.422 1.213 0.218 11.66

Table A4: Data from Amadeus

Variable Obs Mean Std. dev. Min Max

Monetary Policy Shock 214 0.0025713 0.0294721 -0.1714997 0.1645002

Table A5: Summary Statistics for the monthly monetary policy shocks

Percentiles Shape Scale

1% 0.2411368 0.0623969
5% 0.6691915 1.972184
10% 1.344294 4.111791
25% 1.855894 6.970936
50% 2.468457 22.88199
75% 2.863277 96.18256
90% 3.463891 191.765
95% 3.798515 359.9561
99% 4.775873 600.516

Table A6: Summary Statistics for Shape and Scale parameters from Amadeus
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Appendix B Productivity Estimation

I use firm-level data from the Amadeus database. I chose firm-level data from selected Euro area

countries from 2013 to 2019 and focused on the manufacturing industry. I consider capital the

difference between total assets and fixed intangible assets, while I use sales as revenues. Firstly,

I deflate the variables using specific price indices. I use the industry-level price index to deflate

material costs and turnover, while for capital, I use a country-specific price index for gross fixed

capital formation.

As for the procedure of estimating the productivity of the firms, I focus on the method from

Ackerberg et al. (2015). They introduce a new method to condition out unobserved shocks con-

nected with the production technology. Their work is based mainly on Olley and Pakes (1992)

control for the correlation between inputs and the unobserved productivity process. An OLS or

fixed effects estimation would lead to wrong estimations since the coefficients would be biased and

inconsistent. The issue is a simultaneity problem. Firms that become more productive also increase

their labor and other factors, and thus, there is a positive correlation between inputs and the error

term, which would represent productivity. In Levinsohn and Petrin (2003), they use the Total

Factor Productivity decomposition from Olley and Pakes (1992) who compare productivity alloca-

tion across firms in a specific year, but they choose intermediate inputs as a proxy to control for

the correlation between inputs and the unobserved productivity shock. This has three significant

advantages. First, the investment may respond only to the ”news” in the unobserved term, while

the intermediate inputs to the whole productivity term. This happens because the productivity

shock has two components. The first one is the ”news” that the investment responds to and is

correlated with, and the other one is a firm shock, to which only the factors of production will

respond. Secondly, intermediate inputs are not stable and they provide a simple link between the

estimation strategy and the economic theory. Finally, the firms data show that more than half

of the firms have zero investments because of the adjustment costs of capital, and thus, the data

should be reduced to the firms with non-zero investments.

Pareto Distribution

In the literature, there is a discussion about how the Pareto distribution fits firm-level data well.

Nigai (2017) mentions that the Pareto distribution is a better fit for the right tail of the distribution,

while the log-normal seems to be a better fit for the left. Indeed, if I look at a TFP density

distribution, the log-normal can better fit the left side. However, the ORBIS data show that the

shape of the distributions across countries is different. Germany has more productive firms in each

sector than the other countries. The purpose of this paper is not to study the mean productivity

58



level but mainly to determine how shape can affect economies differently. Moreover, I can observe

that in countries where the skewness is higher, the cumulative density on the left side is also

lower than in other countries. This is an argument against log-normal distributions for comparison

purposes. Therefore, the Pareto distribution seems better when comparing the two cumulative

distributions.

(A.) Machinery Industry (B.) Textiles Industry

Figure B1: Cumulative TFP distribution

Notes: The Figures display the cumulative productivity distribution by country for the Textiles

and Machinery industries. I use Amadeus firm-level data.
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Appendix C Dynamic Price Discrimination and Concentration

In addition to the table displayed in the main text, the table below shows how a standard deviation

in each variable affects the prices of French exporters after a shock, based on the coefficients:

Variables for Prodt−12(1 s.d.) Setup 1 Setup 2 Setup 3 Setup 4
Shape (Amadeus) 1.1 p.p
Scale (Amadeus) -0.2 p.p
Shape (Compnet) 0.8 p.p
Scale (Compnet) 0.42 p.p

Skewness (Compnet) -1.43 p.p
Mean (Compnet) 2.4 p.p
HHI revenue based -0.5 p.p

Table C1: Responses related to the concentration/productivity parameters for the biggest French
exporters in a 10 basis points monetary policy shock.

Notes: The table displays the peak values of the coefficients related to the interaction of the firms

distribution variables and monetary policy shocks for the biggest French exporters.

(A.) Shape (B.) Shape (largest exporters)

Figure C1: Interaction of Pareto Shape and MP shock

Notes: The Figures display the coefficient related to the interaction of the Pareto shape parameter

from Amadeus and the Monetary policy shock.
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(A.) Scale (B.) Scale (largest exporters)

Figure C2: Interaction of Pareto Scale and MP shock

Notes: The Figures display the coefficient related to the interaction of the Pareto scale parameter

from Amadeus and the Monetary policy shock.

(A.) Skewness (B.) Mean

Figure C3: Interaction of TFP skewness and mean

Notes: The Figures display the coefficient related to the interaction of the skewness and mean

value of the productivity distribution (CompNet) and the Monetary policy shock.
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(A.) HHI (B.) HHI (3 month)

Figure C4: Interaction of TFP skewness and mean

Notes: The figures display the coefficients related to the interaction between the HII and the

monetary policy shock. The figure on the right-hand side presents the results based on the 3-month

data.
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Table C2: Detailed results for the Pareto shape parameter 1/2

F1price change F2price change F3price change F4price change F5price change F6price change F7price change F8price change

(1) (2) (3) (4) (5) (6) (7) (8)

L.price change -0.467*** -0.482*** -0.498*** -0.513*** -0.522*** -0.529*** -0.540*** -0.552***
(0.000726) (0.000796) (0.000860) (0.000915) (0.000966) (0.00101) (0.00105) (0.00108)

L2.price change -0.210*** -0.230*** -0.249*** -0.264*** -0.272*** -0.285*** -0.298*** -0.315***
(0.000798) (0.000877) (0.000950) (0.00101) (0.00107) (0.00111) (0.00116) (0.00119)

L3.price change -0.0879*** -0.108*** -0.122*** -0.131*** -0.141*** -0.155*** -0.168*** -0.183***
(0.000793) (0.000875) (0.000943) (0.00100) (0.00106) (0.00111) (0.00115) (0.00119)

L4.price change -0.0320*** -0.0449*** -0.0504*** -0.0564*** -0.0659*** -0.0753*** -0.0853*** -0.0924***
(0.000717) (0.000787) (0.000850) (0.000904) (0.000954) (0.000999) (0.00104) (0.00107)

0.size#Belgium#MPshock -0.649 0.195 0.761 0.405 0.225 0.512 -0.715 0.582
(0.347) (0.383) (0.420) (0.436) (0.463) (0.467) (0.524) (0.521)

0.size#Germany#MPshock -0.942** 0.404 0.311 0.139 0.155 -0.0339 -1.187* 0.164
(0.360) (0.398) (0.437) (0.455) (0.485) (0.490) (0.549) (0.550)

0.size#Spain#MPshock -0.811* 0.158 0.592 0.267 0.132 0.120 -1.164* 0.446
(0.359) (0.393) (0.431) (0.448) (0.476) (0.483) (0.528) (0.523)

0.size#Italy#MPshock -0.796* 0.587 0.700 0.242 0.117 0.152 -1.254* 0.353
(0.383) (0.423) (0.469) (0.487) (0.516) (0.531) (0.586) (0.593)

0.size#Portugal#MPshock -0.737 0.544 0.198 0.708 0.259 0.922 -0.884 0.360
(0.404) (0.441) (0.491) (0.539) (0.550) (0.583) (0.606) (0.617)

1.size#Belgium#MPshock -0.471*** -0.138 0.199 0.140 0.0665 -0.415* -0.317 0.0377
(0.120) (0.132) (0.148) (0.157) (0.163) (0.171) (0.177) (0.184)

1.size#Germany#MPshock -0.409*** -0.0911 0.259 0.239 0.0960 -0.382* -0.368* -0.0145
(0.121) (0.133) (0.150) (0.159) (0.164) (0.173) (0.179) (0.185)

1.size#Spain#MPshock -0.447*** -0.107 0.0742 0.266 0.151 -0.384* -0.266 -0.0621
(0.125) (0.137) (0.154) (0.163) (0.169) (0.178) (0.183) (0.190)

1.size#Italy#MPshock -0.405** 0.0310 0.345* 0.439* 0.236 -0.416* -0.108 0.0730
(0.140) (0.155) (0.175) (0.184) (0.192) (0.202) (0.208) (0.216)

1.size#Portugal#MPshock -0.691*** -0.125 -0.175 0.297 -0.179 -0.385 -0.397 -0.0618
(0.149) (0.166) (0.186) (0.195) (0.209) (0.219) (0.221) (0.233)

2.size#Belgium#MPshock 0.0928 0.0427 0.00312 0.0969 0.00461 0.0196 0.149* -0.0744
(0.0476) (0.0525) (0.0575) (0.0598) (0.0630) (0.0667) (0.0684) (0.0701)

2.size#Germany#MPshock 0.0776 0.0282 -0.0674 0.0637 -0.0332 0.00830 0.0972 -0.0891
(0.0472) (0.0522) (0.0573) (0.0599) (0.0631) (0.0666) (0.0685) (0.0705)

2.size#Spain#MPshock 0.0828 0.0761 -0.0235 0.0629 -0.00921 0.0752 0.144* -0.0248
(0.0504) (0.0556) (0.0610) (0.0635) (0.0672) (0.0707) (0.0726) (0.0748)

2.size#Italy#MPshock 0.127* 0.0939 -0.00173 0.130 -0.0132 0.0376 0.191* 0.00410
(0.0547) (0.0605) (0.0662) (0.0692) (0.0727) (0.0772) (0.0787) (0.0808)

2.size#Portugal#MPshock 0.00779 0.129 -0.106 0.134 0.0132 0.0528 0.116 -0.112
(0.0603) (0.0664) (0.0721) (0.0756) (0.0789) (0.0836) (0.0860) (0.0886)

3.size#Belgium#MPshock 0.0395 0.0114 0.0421 -0.0849** -0.155*** -0.194*** -0.210*** -0.283***
(0.0232) (0.0256) (0.0275) (0.0289) (0.0306) (0.0320) (0.0331) (0.0341)

3.size#Germany#MPshock -0.0316 -0.0255 -0.0481 -0.148*** -0.218*** -0.292*** -0.313*** -0.411***
(0.0225) (0.0248) (0.0267) (0.0281) (0.0298) (0.0312) (0.0322) (0.0332)

3.size#Spain#MPshock 0.00435 -0.00554 0.0105 -0.114*** -0.186*** -0.198*** -0.236*** -0.351***
(0.0245) (0.0269) (0.0291) (0.0306) (0.0324) (0.0338) (0.0350) (0.0360)

3.size#Italy#MPshock -0.00673 0.00895 -0.0263 -0.150*** -0.217*** -0.261*** -0.288*** -0.420***
(0.0261) (0.0287) (0.0310) (0.0325) (0.0345) (0.0361) (0.0373) (0.0385)

3.size#Portugal#MPshock -0.00715 -0.00407 -0.0187 -0.151*** -0.100** -0.120** -0.222*** -0.283***
(0.0293) (0.0321) (0.0348) (0.0366) (0.0388) (0.0407) (0.0419) (0.0433)

0.size#TFP Min (Amadeus)#MPshock 0.000369 -0.00157* 0.000654 0.000245 0.00117 0.00200* 0.00167 0.00131
(0.000636) (0.000710) (0.000780) (0.000804) (0.000862) (0.000894) (0.000968) (0.00104)

1.size#TFP Min (Amadeus)#MPshock 0.000581* 0.000269 -0.0000338 0.000175 0.000159 0.000362 0.000857* -0.000262
(0.000260) (0.000284) (0.000334) (0.000341) (0.000364) (0.000379) (0.000391) (0.000421)

2.size#TFP Min (Amadeus)#MPshock -0.000143 -0.0000123 -0.0000352 -0.0000325 -0.000173 0.00000103 -0.0000865 -0.000263
(0.0000938) (0.000105) (0.000115) (0.000119) (0.000127) (0.000133) (0.000137) (0.000141)

3.size#TFP Min (Amadeus)#MPshock -0.0000759* -0.000169*** -0.000204*** -0.000107** -0.0000680 -0.000155*** -0.000206*** -0.000115*
(0.0000319) (0.0000353) (0.0000381) (0.0000397) (0.0000422) (0.0000442) (0.0000459) (0.0000471)

0.size#TFP Shape (Amadeus)#MPshock 0.334* -0.0198 -0.212 -0.129 -0.117 -0.174 0.359 -0.175
(0.133) (0.148) (0.163) (0.169) (0.179) (0.180) (0.204) (0.200)

1.size#TFP Shape (Amadeus)#MPshock 0.168*** 0.0380 -0.0741 -0.0920 -0.0485 0.190** 0.107 0.00820
(0.0446) (0.0495) (0.0553) (0.0586) (0.0606) (0.0637) (0.0662) (0.0686)

2.size#TFP Shape (Amadeus)#MPshock -0.0339 -0.0166 0.00984 -0.0405 0.00100 -0.0313 -0.0640* 0.00304
(0.0174) (0.0192) (0.0210) (0.0218) (0.0229) (0.0243) (0.0249) (0.0255)

3.size#TFP Shape (Amadeus)#MPshock -0.00269 -0.00194 -0.00380 0.0282** 0.0432*** 0.0529*** 0.0661*** 0.0874***
(0.00836) (0.00919) (0.00990) (0.0104) (0.0110) (0.0115) (0.0119) (0.0122)

N 2067230 1988166 1915747 1852666 1789181 1731005 1678980 1639648
adj. R2 0.172 0.164 0.160 0.158 0.156 0.155 0.157 0.162

Notes: Standard errors in parenthesis, *** p < 0.01, ** p < 0.05, * p < 0.10.
The table shows detailed results for the baseline specification by including country-MP inter-
actions and the Pareto shape and scale parameters from Amadeus.
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Table C3: Detailed results for the Pareto shape parameter 2/2

F9price change F10price change F11price change F12price change F13price change F14price change F15price change F16price change

(1) (2) (3) (4) (5) (6) (7) (8)

L.price change -0.559*** -0.560*** -0.542*** -0.503*** -0.520*** -0.535*** -0.548*** -0.557***
(0.00111) (0.00115) (0.00119) (0.00124) (0.00131) (0.00137) (0.00142) (0.00147)

L2.price change -0.318*** -0.301*** -0.251*** -0.250*** -0.271*** -0.288*** -0.302*** -0.316***
(0.00123) (0.00127) (0.00132) (0.00137) (0.00144) (0.00151) (0.00157) (0.00162)

L3.price change -0.170*** -0.123*** -0.115*** -0.125*** -0.142*** -0.157*** -0.172*** -0.181***
(0.00123) (0.00127) (0.00131) (0.00136) (0.00144) (0.00150) (0.00156) (0.00161)

L4.price change -0.0513*** -0.0420*** -0.0457*** -0.0544*** -0.0663*** -0.0765*** -0.0841*** -0.0920***
(0.00111) (0.00114) (0.00117) (0.00122) (0.00129) (0.00135) (0.00140) (0.00145)

0.size#Belgium#MP Shock 0.313 -0.141 1.165* -0.529 1.592** -0.157 1.110 1.261
(0.536) (0.558) (0.593) (0.588) (0.613) (0.668) (0.748) (0.726)

0.size#Germany#MP Shock 0.0236 -0.399 0.830 -0.607 1.203 -0.567 0.0598 1.585*
(0.567) (0.589) (0.615) (0.619) (0.645) (0.699) (0.788) (0.750)

0.size#Spain#MP Shock 0.0819 -0.397 0.640 -0.853 0.786 -0.556 0.463 0.966
(0.550) (0.575) (0.599) (0.599) (0.633) (0.668) (0.756) (0.726)

0.size#Italy#MP Shock 0.00329 -0.783 0.997 -0.979 0.724 -0.501 0.0912 1.769*
(0.610) (0.630) (0.664) (0.672) (0.697) (0.784) (0.855) (0.809)

0.size#Portugal#MP Shock -0.287 -0.0293 0.279 -1.831* 0.967 -0.781 0.719 0.546
(0.642) (0.663) (0.783) (0.760) (0.794) (0.857) (0.925) (0.875)

1.size#Belgium#MP Shock 0.120 -0.261 -0.129 0.129 0.0895 -0.0884 -0.297 0.277
(0.192) (0.200) (0.205) (0.211) (0.223) (0.237) (0.253) (0.247)

1.size#Germany#MP Shock 0.227 -0.247 0.0148 0.0944 -0.0797 -0.0799 -0.344 0.244
(0.194) (0.202) (0.207) (0.213) (0.225) (0.239) (0.254) (0.248)

1.size#Spain#MP Shock 0.178 -0.200 0.00956 0.122 0.00820 -0.0677 -0.370 0.282
(0.198) (0.206) (0.210) (0.218) (0.231) (0.245) (0.259) (0.252)

1.size#Italy#MP Shock 0.170 -0.0633 0.217 0.328 0.107 0.194 -0.0442 0.435
(0.226) (0.236) (0.244) (0.252) (0.265) (0.282) (0.297) (0.292)

1.size#Portugal#MP Shock -0.0306 -0.413 -0.181 0.0175 -0.182 -0.203 -0.386 0.265
(0.243) (0.251) (0.257) (0.269) (0.281) (0.291) (0.317) (0.309)

2.size#Belgium#MP Shock -0.0311 -0.244** -0.230** -0.200* -0.0966 -0.162 -0.129 -0.181*
(0.0725) (0.0754) (0.0782) (0.0788) (0.0821) (0.0868) (0.0911) (0.0912)

2.size#Germany#MP Shock -0.0957 -0.285*** -0.292*** -0.301*** -0.152 -0.224** -0.254** -0.333***
(0.0731) (0.0759) (0.0790) (0.0791) (0.0824) (0.0869) (0.0911) (0.0914)

2.size#Spain#MP Shock -0.0390 -0.232** -0.234** -0.217** -0.0674 -0.153 -0.152 -0.269**
(0.0771) (0.0798) (0.0830) (0.0836) (0.0873) (0.0921) (0.0964) (0.0971)

2.size#Italy#MP Shock -0.0466 -0.184* -0.188* -0.322*** -0.118 -0.153 -0.129 -0.195
(0.0835) (0.0870) (0.0897) (0.0905) (0.0948) (0.100) (0.106) (0.106)

2.size#Portugal#MP Shock -0.122 -0.282** -0.125 -0.388*** -0.164 -0.294** -0.306** -0.343**
(0.0914) (0.0941) (0.0969) (0.0972) (0.102) (0.107) (0.112) (0.113)

3.size#Belgium#MP Shock -0.260*** -0.273*** -0.341*** -0.361*** -0.321*** -0.333*** -0.317*** -0.386***
(0.0350) (0.0363) (0.0370) (0.0378) (0.0394) (0.0411) (0.0429) (0.0435)

3.size#Germany#MP Shock -0.390*** -0.379*** -0.458*** -0.484*** -0.442*** -0.456*** -0.410*** -0.496***
(0.0341) (0.0354) (0.0361) (0.0369) (0.0384) (0.0401) (0.0418) (0.0423)

3.size#Spain#MP Shock -0.309*** -0.310*** -0.385*** -0.407*** -0.347*** -0.389*** -0.365*** -0.415***
(0.0370) (0.0385) (0.0392) (0.0401) (0.0418) (0.0437) (0.0456) (0.0462)

3.size#Italy#MP Shock -0.351*** -0.365*** -0.422*** -0.437*** -0.408*** -0.412*** -0.363*** -0.474***
(0.0396) (0.0410) (0.0417) (0.0427) (0.0445) (0.0466) (0.0486) (0.0492)

3.size#Portugal#MP Shock -0.304*** -0.252*** -0.320*** -0.331*** -0.303*** -0.330*** -0.223*** -0.370***
(0.0444) (0.0460) (0.0470) (0.0481) (0.0503) (0.0523) (0.0545) (0.0552)

0.size#TFP Scale (Amadeus)#MP Shock 0.000973 -0.000625 -0.0000600 0.000681 -0.000748 0.00123 0.00221 0.00283
(0.000996) (0.00114) (0.00117) (0.00114) (0.00117) (0.00128) (0.00154) (0.00162)

1.size#TFP Scale (Amadeus)#MP Shock -0.000114 0.000640 -0.000328 0.000127 -0.00000555 0.0000351 -0.00000914 -0.000269
(0.000423) (0.000442) (0.000443) (0.000462) (0.000486) (0.000516) (0.000553) (0.000539)

2.size#TFP Scale (Amadeus)#MP Shock -0.000113 0.000174 0.0000388 -0.000102 -0.000110 0.000113 -0.0000904 -0.000264
(0.000147) (0.000152) (0.000156) (0.000159) (0.000167) (0.000173) (0.000183) (0.000183)

3.size#TFP Scale (Amadeus)#MP Shock -0.000174*** -0.000274*** -0.000164** -0.0000425 -0.000149** 0.0000228 0.0000710 0.0000938
(0.0000484) (0.0000504) (0.0000514) (0.0000525) (0.0000546) (0.0000572) (0.0000596) (0.0000603)

0.size#TFP Shape (Amadeus)#MP Shock -0.0303 0.170 -0.316 0.336 -0.445 0.178 -0.242 -0.548*
(0.208) (0.214) (0.227) (0.228) (0.238) (0.258) (0.293) (0.274)

1.size#TFP Shape (Amadeus)#MP Shock -0.0589 0.0749 0.0367 -0.0647 -0.00950 0.0222 0.129 -0.140
(0.0717) (0.0750) (0.0764) (0.0789) (0.0835) (0.0887) (0.0937) (0.0912)

2.size#TFP Shape (Amadeus)#MP Shock 0.00390 0.0750** 0.0558 0.0703* 0.00971 0.0265 0.0278 0.0473
(0.0264) (0.0275) (0.0286) (0.0286) (0.0298) (0.0315) (0.0331) (0.0331)

3.size#TFPShape(Amadeus)#MPShock 0.0726*** 0.0774*** 0.0862*** 0.0900*** 0.0767*** 0.0753*** 0.0627*** 0.0792***
(0.0126) (0.0131) (0.0133) (0.0136) (0.0142) (0.0148) (0.0154) (0.0156)

N 1595211 1548600 1500001 1450523 1394896 1348585 1307909 1271996
adj. R2 0.162 0.160 0.151 0.136 0.138 0.141 0.144 0.147

Notes: Standard errors in parenthesis, *** p < 0.01, ** p < 0.05, * p < 0.10.
The table shows detailed results for the baseline specification by including country-MP inter-
actions and the Pareto shape and scale parameters from Amadeus.
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Table C4: Detailed results for HHI 1/2

F1price change F2price change F3price change F4price change F5price change F6price change F7price change F8price change

(1) (2) (3) (4) (5) (6) (7) (8)

L.price change -0.469*** -0.483*** -0.502*** -0.515*** -0.524*** -0.527*** -0.540*** -0.553***
(0.000700) (0.000765) (0.000826) (0.000878) (0.000926) (0.000968) (0.00101) (0.00103)

L2.price change -0.210*** -0.234*** -0.252*** -0.266*** -0.270*** -0.282*** -0.297*** -0.317***
(0.000769) (0.000844) (0.000914) (0.000967) (0.00102) (0.00107) (0.00111) (0.00114)

L3.price change -0.0906*** -0.112*** -0.125*** -0.129*** -0.138*** -0.152*** -0.169*** -0.185***
(0.000765) (0.000841) (0.000908) (0.000964) (0.00102) (0.00106) (0.00111) (0.00114)

L4.price change -0.0330*** -0.0470*** -0.0490*** -0.0542*** -0.0627*** -0.0749*** -0.0841*** -0.0960***
(0.000691) (0.000757) (0.000819) (0.000868) (0.000916) (0.000958) (0.000999) (0.00103)

Belgium#MP Shock 0.0238** 0.00171 0.0446*** -0.00981 -0.0410*** -0.0493*** -0.0429*** -0.0590***
(0.00872) (0.00952) (0.0104) (0.0110) (0.0116) (0.0120) (0.0124) (0.0129)

Germany#MP Shock -0.0313*** -0.0314*** -0.0580*** -0.0703*** -0.0998*** -0.143*** -0.148*** -0.180***
(0.00709) (0.00778) (0.00849) (0.00895) (0.00950) (0.00991) (0.0103) (0.0106)

Spain#MP Shock -0.00592 -0.00742 -0.00736 -0.0424*** -0.0665*** -0.0553*** -0.0721*** -0.117***
(0.00993) (0.0109) (0.0119) (0.0125) (0.0133) (0.0138) (0.0143) (0.0148)

Italy#MP Shock -0.0110 0.000353 -0.0410*** -0.0590*** -0.0902*** -0.116*** -0.106*** -0.165***
(0.00945) (0.0104) (0.0113) (0.0118) (0.0125) (0.0132) (0.0135) (0.0140)

Netherlands#MP Shock -0.00531 0.0141 0.00229 -0.0264 -0.0556* -0.0819*** -0.0976*** -0.128***
(0.0166) (0.0182) (0.0198) (0.0210) (0.0223) (0.0231) (0.0240) (0.0250)

Portugal#MP Shock -0.0250 0.0213 -0.0466* -0.0392 0.00117 0.0121 -0.0569* -0.0690*
(0.0182) (0.0199) (0.0218) (0.0230) (0.0242) (0.0254) (0.0262) (0.0272)

HHI#MP Shock -0.257 -0.399* -0.842*** -0.464* -0.0236 -0.415 -0.254 -0.497*
(0.154) (0.168) (0.183) (0.193) (0.205) (0.212) (0.220) (0.227)

N 2224293 2139794 2062358 1994846 1926826 1863944 1807759 1765453
adj. R2 0.174 0.165 0.163 0.160 0.158 0.155 0.157 0.163

Notes: Standard errors in parenthesis, *** p < 0.01, ** p < 0.05, * p < 0.10.
The table shows detailed results for the baseline specification by including country-MP inter-
actions and the HHI variable from Amadeus.
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Table C5: Detailed results for HHI 2/2

F9price change F10price change F11price change F12price change F13price change F14price change F15price change F16price change

(1) (2) (3) (4) (5) (6) (7) (8)

L.price change -0.561*** -0.561*** -0.546*** -0.501*** -0.523*** -0.537*** -0.552*** -0.559***
(0.00107) (0.00110) (0.00114) (0.00119) (0.00126) (0.00131) (0.00136) (0.00141)

L2.price change -0.319*** -0.304*** -0.249*** -0.250*** -0.273*** -0.292*** -0.304*** -0.318***
(0.00118) (0.00122) (0.00126) (0.00131) (0.00139) (0.00145) (0.00150) (0.00155)

L3.price change -0.173*** -0.121*** -0.115*** -0.125*** -0.146*** -0.160*** -0.174*** -0.179***
(0.00118) (0.00122) (0.00126) (0.00130) (0.00138) (0.00144) (0.00150) (0.00155)

L4.price change -0.0489*** -0.0414*** -0.0440*** -0.0554*** -0.0673*** -0.0789*** -0.0825*** -0.0884***
(0.00106) (0.00110) (0.00113) (0.00117) (0.00124) (0.00130) (0.00135) (0.00139)

Belgium#MP Shock -0.0595*** -0.0834*** -0.108*** -0.116*** -0.127*** -0.124*** -0.132*** -0.156***
(0.0133) (0.0136) (0.0141) (0.0145) (0.0151) (0.0157) (0.0164) (0.0168)

Germany#MP Shock -0.188*** -0.187*** -0.222*** -0.239*** -0.245*** -0.238*** -0.238*** -0.276***
(0.0109) (0.0112) (0.0116) (0.0119) (0.0124) (0.0130) (0.0136) (0.0138)

Spain#MP Shock -0.110*** -0.115*** -0.151*** -0.161*** -0.152*** -0.170*** -0.178*** -0.197***
(0.0152) (0.0158) (0.0162) (0.0166) (0.0173) (0.0182) (0.0190) (0.0192)

Italy#MP Shock -0.153*** -0.154*** -0.166*** -0.188*** -0.205*** -0.182*** -0.170*** -0.220***
(0.0144) (0.0150) (0.0153) (0.0156) (0.0162) (0.0171) (0.0178) (0.0181)

Netherlands#MP Shock -0.0723** -0.132*** -0.118*** -0.164*** -0.181*** -0.158*** -0.158*** -0.176***
(0.0259) (0.0267) (0.0275) (0.0282) (0.0295) (0.0310) (0.0325) (0.0331)

Portugal#MP Shock -0.115*** -0.0730* -0.0619* -0.139*** -0.141*** -0.156*** -0.119*** -0.170***
(0.0279) (0.0288) (0.0296) (0.0303) (0.0318) (0.0329) (0.0344) (0.0349)

HHI#MP Shock -0.579* -0.161 -0.560* 0.191 0.367 -0.00964 0.430 0.150
(0.234) (0.241) (0.248) (0.255) (0.266) (0.278) (0.296) (0.300)

N 1717516 1667417 1615358 1562132 1502357 1452685 1408922 1370210
adj. R2 0.164 0.161 0.153 0.135 0.139 0.142 0.145 0.147

Notes: Standard errors in parenthesis, *** p < 0.01, ** p < 0.05, * p < 0.10.
The table shows detailed results for the baseline specification by including country-MP inter-
actions and the HHI variable from Amadeus.
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Table C6: Detailed results for HHI (3-month) 1/2

Fprice3m change F1price3m change F2price3m change F3price3m change F4price3m change F5price3m change F6price3m change F7price3m change

(1) (2) (3) (4) (5) (6) (7) (8)

L6.price3m change -0.458*** -0.470*** -0.472*** -0.484*** -0.469*** -0.450*** -0.436*** -0.455***
(0.000606) (0.000641) (0.000677) (0.000700) (0.000721) (0.000739) (0.000754) (0.000783)

L9.price3m change -0.213*** -0.216*** -0.199*** -0.192*** -0.202*** -0.208*** -0.206*** -0.215***
(0.000621) (0.000655) (0.000687) (0.000711) (0.000736) (0.000756) (0.000771) (0.000801)

L12.price3m change -0.0367*** -0.0411*** -0.0428*** -0.0431*** -0.0460*** -0.0496*** -0.0489*** -0.0490***
(0.000419) (0.000438) (0.000459) (0.000473) (0.000488) (0.000499) (0.000507) (0.000526)

Belgium#MP Shock 0.00271 -0.0341*** -0.0424*** -0.0203 -0.00828 -0.0274* -0.0690*** -0.0957***
(0.00996) (0.0103) (0.0108) (0.0111) (0.0114) (0.0116) (0.0118) (0.0122)

Germany#MP Shock -0.0212** -0.0674*** -0.0938*** -0.105*** -0.0967*** -0.102*** -0.148*** -0.175***
(0.00766) (0.00800) (0.00836) (0.00862) (0.00888) (0.00907) (0.00920) (0.00951)

Spain#MP Shock 0.0139 -0.0128 -0.0107 -0.0298* -0.0251* -0.0325** -0.0695*** -0.0909***
(0.0105) (0.0109) (0.0115) (0.0118) (0.0122) (0.0125) (0.0127) (0.0131)

Italy#MP Shock 0.00824 -0.0346** -0.0684*** -0.107*** -0.112*** -0.131*** -0.170*** -0.193***
(0.0101) (0.0106) (0.0111) (0.0114) (0.0118) (0.0121) (0.0122) (0.0126)

Netherlands#MP Shock 0.0646*** 0.0272 0.0427* 0.0492* 0.0311 -0.00950 -0.0232 -0.0123
(0.0182) (0.0189) (0.0198) (0.0204) (0.0211) (0.0217) (0.0220) (0.0228)

Portugal#MP Shock 0.0200 -0.0244 -0.0261 -0.0278 -0.0220 -0.0407 -0.0949*** -0.0964***
(0.0193) (0.0201) (0.0211) (0.0217) (0.0224) (0.0229) (0.0233) (0.0240)

7.country#MP Shock -0.412 -1.159* -1.132* -0.662 -0.497 -0.204 -0.801 -0.0799
(0.455) (0.463) (0.484) (0.497) (0.504) (0.524) (0.523) (0.577)

Belgium#Inf Shock -0.0426*** -0.0615*** -0.0647*** -0.0299* 0.0210 0.0348** 0.0270* 0.0101
(0.0113) (0.0117) (0.0121) (0.0124) (0.0127) (0.0129) (0.0131) (0.0136)

Germany#Inf Shock 0.0415*** 0.0471*** 0.0467*** 0.0724*** 0.121*** 0.155*** 0.131*** 0.123***
(0.00869) (0.00901) (0.00938) (0.00960) (0.00987) (0.0101) (0.0102) (0.0106)

Spain#Inf Shock 0.0130 0.0393** 0.0557*** 0.0928*** 0.133*** 0.144*** 0.117*** 0.123***
(0.0119) (0.0123) (0.0128) (0.0131) (0.0135) (0.0137) (0.0139) (0.0144)

Italy#Inf Shock 0.130*** 0.107*** 0.0850*** 0.105*** 0.135*** 0.125*** 0.105*** 0.133***
(0.0115) (0.0119) (0.0124) (0.0126) (0.0130) (0.0132) (0.0134) (0.0139)

Netherlands#Inf Shock 0.00131 -0.0232 -0.0246 0.0196 0.0431 0.0612** 0.0712** 0.0881***
(0.0205) (0.0212) (0.0221) (0.0226) (0.0232) (0.0237) (0.0240) (0.0251)

Portugal#Inf Shock 0.0180 0.0251 0.0396 0.0855*** 0.131*** 0.168*** 0.171*** 0.167***
(0.0219) (0.0227) (0.0238) (0.0244) (0.0250) (0.0255) (0.0258) (0.0268)

7.country#Inf Shock -1.023 -0.846 -0.381 0.406 0.135 0.992 0.650 0.286
(0.522) (0.527) (0.545) (0.562) (0.561) (0.629) (0.627) (0.648)

HHI#MP Shock -0.00673 -0.0985 -0.450** -0.823*** -0.729*** -0.467** -0.360* -0.436*
(0.150) (0.157) (0.164) (0.168) (0.173) (0.177) (0.179) (0.185)

HHI#Inf Shock 0.827*** 0.959*** 0.784*** 0.310 0.166 0.121 0.136 0.171
(0.170) (0.176) (0.184) (0.188) (0.193) (0.196) (0.199) (0.206)

N 2754068 2572791 2449069 2360367 2276136 2199942 2127173 2056341
adj. R2 0.224 0.196 0.182 0.185 0.176 0.165 0.159 0.166

Notes: Standard errors are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.
The table presents detailed results for the baseline specification, including country-MP inter-
actions and the HHI variable from Amadeus. All variables are measured in 3-month moving
periods.
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Table C7: Detailed results for HHI (3-month) 2/2

F8price3m change F9price3m change F10price3m change F11price3m change F12price3m change F13price3m change F14price3m change F15price3m change F16price3m change

(1) (2) (3) (4) (5) (6) (7) (8) (9)

L6.price3m change -0.472*** -0.478*** -0.482*** -0.483*** -0.487*** -0.484*** -0.490*** -0.502*** -0.489***
(0.000813) (0.000838) (0.000863) (0.000887) (0.000909) (0.000940) (0.000967) (0.000988) (0.00101)

L9.price3m change -0.224*** -0.231*** -0.232*** -0.236*** -0.247*** -0.234*** -0.221*** -0.215*** -0.224***
(0.000830) (0.000855) (0.000883) (0.000909) (0.000929) (0.000956) (0.000977) (0.001000) (0.00103)

L12.price3m change -0.0529*** -0.0609*** -0.0554*** -0.0474*** -0.0440*** -0.0462*** -0.0489*** -0.0487*** -0.0504***
(0.000546) (0.000562) (0.000577) (0.000594) (0.000607) (0.000626) (0.000642) (0.000656) (0.000673)

Belgium#MP Shock -0.104*** -0.0833*** -0.0919*** -0.122*** -0.152*** -0.149*** -0.147*** -0.142*** -0.147***
(0.0126) (0.0130) (0.0133) (0.0136) (0.0139) (0.0142) (0.0144) (0.0146) (0.0149)

Germany#MP Shock -0.176*** -0.144*** -0.137*** -0.171*** -0.202*** -0.205*** -0.188*** -0.168*** -0.146***
(0.00984) (0.0101) (0.0104) (0.0106) (0.0108) (0.0110) (0.0112) (0.0114) (0.0116)

Spain#MP Shock -0.0816*** -0.0298* -0.0294* -0.0866*** -0.124*** -0.129*** -0.0681*** -0.0727*** -0.105***
(0.0136) (0.0140) (0.0143) (0.0146) (0.0149) (0.0152) (0.0155) (0.0157) (0.0161)

Italy#MP Shock -0.165*** -0.120*** -0.0765*** -0.132*** -0.138*** -0.145*** -0.137*** -0.124*** -0.113***
(0.0130) (0.0133) (0.0136) (0.0139) (0.0141) (0.0144) (0.0147) (0.0149) (0.0153)

Netherlands#MP Shock -0.0267 0.000602 0.0140 -0.0703** -0.104*** -0.102*** -0.0507 -0.0597* -0.0845**
(0.0236) (0.0243) (0.0250) (0.0256) (0.0262) (0.0268) (0.0272) (0.0276) (0.0283)

Portugal#MP Shock -0.102*** -0.0817** -0.0817** -0.153*** -0.158*** -0.191*** -0.151*** -0.157*** -0.143***
(0.0249) (0.0255) (0.0261) (0.0268) (0.0273) (0.0279) (0.0283) (0.0288) (0.0294)

7.country#MP Shock -0.0575 -0.247 -0.472 -1.504* -1.388* -0.174 0.202 -0.151 -0.830
(0.564) (0.569) (0.580) (0.632) (0.643) (0.657) (0.707) (0.657) (0.671)

Belgium#Inf Shock 0.0236 0.0647*** 0.0755*** 0.0654*** 0.0403** 0.0382* 0.0403* 0.0782*** 0.0974***
(0.0142) (0.0145) (0.0149) (0.0152) (0.0155) (0.0158) (0.0162) (0.0164) (0.0168)

Germany#Inf Shock 0.126*** 0.151*** 0.172*** 0.159*** 0.124*** 0.0959*** 0.0959*** 0.114*** 0.107***
(0.0110) (0.0113) (0.0116) (0.0118) (0.0120) (0.0123) (0.0126) (0.0128) (0.0131)

Spain#Inf Shock 0.132*** 0.215*** 0.225*** 0.210*** 0.170*** 0.163*** 0.179*** 0.192*** 0.181***
(0.0151) (0.0156) (0.0160) (0.0163) (0.0166) (0.0170) (0.0174) (0.0176) (0.0180)

Italy#Inf Shock 0.175*** 0.254*** 0.293*** 0.276*** 0.237*** 0.186*** 0.154*** 0.171*** 0.146***
(0.0146) (0.0150) (0.0154) (0.0157) (0.0159) (0.0163) (0.0166) (0.0168) (0.0172)

Netherlands#Inf Shock 0.117*** 0.179*** 0.183*** 0.144*** 0.0752** 0.0649* 0.0708* 0.0923** 0.0826**
(0.0264) (0.0272) (0.0279) (0.0284) (0.0290) (0.0298) (0.0305) (0.0310) (0.0317)

Portugal#Inf Shock 0.168*** 0.165*** 0.180*** 0.162*** 0.165*** 0.160*** 0.188*** 0.223*** 0.252***
(0.0280) (0.0288) (0.0295) (0.0301) (0.0305) (0.0314) (0.0321) (0.0326) (0.0333)

7.country#Inf Shock -0.0297 0.554 -0.147 -0.430 -0.139 0.452 0.891 -0.249 -0.660
(0.676) (0.690) (0.751) (0.711) (0.719) (0.735) (0.791) (0.756) (0.759)

HHI#MP Shock -0.504** -0.0667 0.276 0.675** 0.826*** 0.384 0.241 0.0903 0.555*
(0.192) (0.198) (0.203) (0.209) (0.214) (0.220) (0.223) (0.227) (0.232)

HHI#Inf Shock 0.000254 0.258 0.431 0.658** 0.624** 0.0920 -0.134 -0.516* -0.364
(0.215) (0.221) (0.227) (0.232) (0.236) (0.243) (0.249) (0.253) (0.259)

N 1988879 1920733 1854724 1796398 1742560 1685206 1629777 1576279 1523549
adj. R2 0.171 0.173 0.174 0.173 0.176 0.172 0.173 0.180 0.175

Notes: Standard errors are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.
The table presents detailed results for the baseline specification, including country-MP inter-
actions and the HHI variable from Amadeus. All variables are measured in 3-month moving
periods.
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Table C8: Detailed results for HHI 1/2

F1price change F2price change F3price change F4price change F5price change F6price change F7price change F8price change

(1) (2) (3) (4) (5) (6) (7) (8)

L.price change -0.469*** -0.483*** -0.502*** -0.515*** -0.524*** -0.527*** -0.540*** -0.553***
(0.000700) (0.000765) (0.000826) (0.000878) (0.000926) (0.000968) (0.00101) (0.00103)

L2.price change -0.210*** -0.234*** -0.252*** -0.266*** -0.270*** -0.282*** -0.297*** -0.317***
(0.000769) (0.000844) (0.000914) (0.000967) (0.00102) (0.00107) (0.00111) (0.00114)

L3.price change -0.0906*** -0.112*** -0.125*** -0.129*** -0.138*** -0.152*** -0.169*** -0.185***
(0.000765) (0.000841) (0.000908) (0.000964) (0.00102) (0.00106) (0.00111) (0.00114)

L4.price change -0.0330*** -0.0470*** -0.0490*** -0.0542*** -0.0627*** -0.0749*** -0.0841*** -0.0960***
(0.000691) (0.000757) (0.000819) (0.000868) (0.000916) (0.000958) (0.000999) (0.00103)

0.size#Belgium#MP Shock 0.132 0.112 0.400*** 0.156 0.0617 0.125 0.257 0.243
(0.0831) (0.0915) (0.107) (0.115) (0.124) (0.126) (0.136) (0.141)

0.size#Germany#MP Shock -0.0282 0.119 -0.0922 -0.0500 0.148 -0.148 -0.164 -0.118
(0.0797) (0.0864) (0.0972) (0.103) (0.111) (0.113) (0.118) (0.127)

0.size#Spain#MP Shock 0.200* 0.106 0.223 0.0358 0.0804 -0.0515 -0.0918 0.144
(0.0946) (0.102) (0.115) (0.123) (0.128) (0.131) (0.141) (0.145)

0.size#Italy#MP Shock 0.0561 0.276* -0.108 0.132 0.172 -0.0908 -0.117 -0.0996
(0.127) (0.138) (0.160) (0.168) (0.179) (0.189) (0.197) (0.207)

0.size#Netherlands#MP Shock 0.475** 0.424** 0.336 0.360 -0.0819 -0.253 0.0892 -0.172
(0.152) (0.162) (0.186) (0.209) (0.211) (0.219) (0.223) (0.233)

0.size#Portugal#MP Shock 0.0495 0.396** -0.312* 0.132 0.190 0.217 0.0204 -0.133
(0.122) (0.132) (0.159) (0.177) (0.181) (0.190) (0.193) (0.203)

1.size#Belgium#MP Shock 0.0287 0.00657 0.0807* -0.0453 -0.0302 0.0913* -0.00637 0.100*
(0.0322) (0.0351) (0.0396) (0.0420) (0.0445) (0.0465) (0.0477) (0.0502)

1.size#Germany#MP Shock 0.0406 0.0297 0.0810* 0.0399 0.0130 0.102* -0.0457 -0.00780
(0.0329) (0.0352) (0.0393) (0.0421) (0.0445) (0.0464) (0.0469) (0.0487)

1.size#Spain#MP Shock 0.0211 0.0367 -0.0487 0.0590 0.0658 0.0964 0.0486 -0.0387
(0.0458) (0.0501) (0.0568) (0.0591) (0.0623) (0.0650) (0.0685) (0.0703)

1.size#Italy#MP Shock 0.122* 0.158* 0.0856 0.217** 0.170* 0.0855 0.196* 0.0607
(0.0603) (0.0665) (0.0754) (0.0804) (0.0829) (0.0867) (0.0897) (0.0932)

1.size#Netherlands#MP Shock -0.0163 0.142 0.0877 0.0599 0.0968 -0.0592 -0.124 0.100
(0.0720) (0.0787) (0.0874) (0.0954) (0.101) (0.105) (0.107) (0.111)

1.size#Portugal#MP Shock -0.115 0.0574 -0.264* 0.0650 -0.0967 0.109 -0.00726 0.0467
(0.0858) (0.0957) (0.109) (0.115) (0.124) (0.130) (0.130) (0.138)

2.size#Belgium#MP Shock -0.000523 0.0115 0.0466* -0.00765 -0.0174 -0.0617* 0.000853 -0.0636*
(0.0180) (0.0198) (0.0218) (0.0230) (0.0243) (0.0252) (0.0261) (0.0270)

2.size#Germany#MP Shock -0.0156 -0.00763 -0.0432* -0.0335 -0.0468* -0.0646** -0.0603** -0.0973***
(0.0141) (0.0155) (0.0175) (0.0184) (0.0194) (0.0203) (0.0210) (0.0218)

2.size#Spain#MP Shock -0.0127 0.0394 0.00508 -0.0403 -0.0228 -0.00572 -0.0164 -0.0271
(0.0231) (0.0255) (0.0283) (0.0293) (0.0313) (0.0327) (0.0335) (0.0350)

2.size#Italy#MP Shock 0.0238 0.0497 0.0311 0.0266 -0.0308 -0.0443 0.0160 -0.000371
(0.0244) (0.0271) (0.0301) (0.0314) (0.0329) (0.0349) (0.0356) (0.0367)

2.size#Netherlands#MP Shock 0.0631 0.0793* 0.0458 -0.0292 -0.0452 -0.0688 -0.0260 -0.0825
(0.0357) (0.0391) (0.0433) (0.0458) (0.0484) (0.0499) (0.0519) (0.0540)

2.size#Portugal#MP Shock -0.0706 0.0879 -0.0746 0.0527 -0.00313 -0.0380 -0.0382 -0.0992
(0.0415) (0.0451) (0.0494) (0.0520) (0.0540) (0.0569) (0.0587) (0.0609)

3.size#Belgium#MP Shock 0.0291** -0.00446 0.0325** -0.0108 -0.0543*** -0.0653*** -0.0676*** -0.0790***
(0.0106) (0.0115) (0.0125) (0.0132) (0.0139) (0.0144) (0.0149) (0.0154)

3.size#Germany#MP Shock -0.0424*** -0.0468*** -0.0724*** -0.0872*** -0.124*** -0.180*** -0.182*** -0.219***
(0.00853) (0.00936) (0.0101) (0.0106) (0.0113) (0.0118) (0.0122) (0.0126)

3.size#Spain#MP Shock -0.00966 -0.0240 -0.0122 -0.0491*** -0.0859*** -0.0750*** -0.0917*** -0.147***
(0.0114) (0.0125) (0.0135) (0.0142) (0.0151) (0.0158) (0.0163) (0.0169)

3.size#Italy#MP Shock -0.0224* -0.0151 -0.0562*** -0.0823*** -0.110*** -0.135*** -0.136*** -0.202***
(0.0104) (0.0114) (0.0124) (0.0130) (0.0138) (0.0145) (0.0148) (0.0153)

3.size#Netherlands#MP Shock -0.0337 -0.0228 -0.0241 -0.0335 -0.0661* -0.0828** -0.119*** -0.160***
(0.0196) (0.0214) (0.0233) (0.0245) (0.0262) (0.0272) (0.0282) (0.0293)

3.size#Portugal#MP Shock -0.0106 -0.00966 -0.0203 -0.0722** 0.00156 0.0121 -0.0684* -0.0673*
(0.0212) (0.0231) (0.0252) (0.0266) (0.0281) (0.0295) (0.0304) (0.0315)

0.size#HHI#MP Shock -0.359 -3.242* -2.439 -0.139 0.488 2.569 0.587 -1.040
(1.195) (1.307) (1.471) (1.550) (1.659) (1.740) (1.802) (1.856)

1.size#HHI#MP Shock -1.608** -1.084 -1.656* -0.500 0.356 -0.348 -0.0572 -2.082*
(0.580) (0.622) (0.716) (0.756) (0.780) (0.822) (0.839) (0.866)

2.size#HHI#MP Shock 0.00141 -0.419 -0.784 0.106 0.473 0.221 -0.485 -0.639
(0.351) (0.382) (0.425) (0.446) (0.472) (0.490) (0.505) (0.527)

3.size#HHI#MP Shock -0.172 -0.227 -0.691** -0.630** -0.175 -0.625* -0.199 -0.244
(0.183) (0.201) (0.215) (0.228) (0.243) (0.251) (0.261) (0.269)

N 2224293 2139794 2062358 1994846 1926826 1863944 1807759 1765453
adj. R2 0.174 0.165 0.163 0.160 0.158 0.155 0.157 0.163

Notes: Standard errors are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.
The table presents detailed results for the baseline specification in monthly frequencies, in-
cluding country-MP interactions and the HHI variable from Amadeus.
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Table C9: Detailed results for HHI 2/2

F9price change F10price change F11price change F12price change F13price change F14price change F15price change F16price change

(1) (2) (3) (4) (5) (6) (7) (8)

L.price change -0.561*** -0.561*** -0.546*** -0.501*** -0.523*** -0.537*** -0.552*** -0.559***
(0.00107) (0.00110) (0.00114) (0.00119) (0.00126) (0.00131) (0.00136) (0.00141)

L2.price change -0.319*** -0.304*** -0.249*** -0.250*** -0.273*** -0.292*** -0.304*** -0.318***
(0.00118) (0.00122) (0.00126) (0.00131) (0.00139) (0.00145) (0.00150) (0.00155)

L3.price change -0.173*** -0.121*** -0.115*** -0.125*** -0.146*** -0.160*** -0.174*** -0.179***
(0.00118) (0.00122) (0.00126) (0.00130) (0.00138) (0.00144) (0.00150) (0.00155)

L4.price change -0.0489*** -0.0415*** -0.0440*** -0.0554*** -0.0673*** -0.0789*** -0.0825*** -0.0884***
(0.00106) (0.00110) (0.00113) (0.00117) (0.00124) (0.00130) (0.00135) (0.00139)

0.size#Belgium#MP Shock 0.504*** 0.167 0.468** 0.114 0.314 0.348 0.454* 0.191
(0.147) (0.154) (0.164) (0.165) (0.170) (0.181) (0.190) (0.191)

0.size#Germany#MP Shock -0.0479 -0.0277 0.242 0.186 -0.0799 -0.112 -0.184 0.461**
(0.130) (0.136) (0.140) (0.145) (0.154) (0.160) (0.168) (0.168)

0.size#Spain#MP Shock 0.144 0.266 0.261 0.0419 -0.175 0.0891 0.320 0.145
(0.148) (0.152) (0.160) (0.157) (0.172) (0.177) (0.184) (0.192)

0.size#Italy#MP Shock -0.206 -0.282 0.695** -0.212 -0.303 0.197 -0.222 0.405
(0.217) (0.224) (0.232) (0.240) (0.248) (0.275) (0.281) (0.279)

0.size#Netherlands#MP Shock 0.196 0.535* 0.276 -0.205 0.0379 0.375 0.733* -0.264
(0.245) (0.247) (0.259) (0.265) (0.273) (0.289) (0.308) (0.309)

0.size#Portugal#MP Shock -0.130 0.162 0.377 -0.0494 -0.192 0.102 -0.262 0.000805
(0.215) (0.217) (0.242) (0.239) (0.252) (0.264) (0.270) (0.268)

1.size#Belgium#MP Shock 0.0127 0.0196 0.0676 0.0552 0.129* 0.0752 0.0935 0.0184
(0.0516) (0.0528) (0.0562) (0.0571) (0.0603) (0.0629) (0.0688) (0.0701)

1.size#Germany#MP Shock 0.0877 -0.00218 0.129* -0.0260 -0.0804 -0.00391 -0.0241 -0.0646
(0.0506) (0.0517) (0.0554) (0.0555) (0.0583) (0.0611) (0.0646) (0.0665)

1.size#Spain#MP Shock 0.0716 0.0409 0.111 -0.0439 -0.000887 0.0154 -0.0250 -0.0507
(0.0725) (0.0758) (0.0774) (0.0804) (0.0847) (0.0892) (0.0944) (0.0923)

1.size#Italy#MP Shock 0.00221 0.160 0.358*** 0.170 0.118 0.222 0.246 0.111
(0.0970) (0.102) (0.106) (0.110) (0.112) (0.120) (0.129) (0.128)

1.size#Netherlands#MP Shock 0.0809 -0.0978 0.211 -0.0611 -0.0607 0.139 -0.0756 -0.238
(0.117) (0.117) (0.132) (0.130) (0.139) (0.149) (0.150) (0.158)

1.size#Portugal#MP Shock 0.0389 -0.105 0.267 0.0180 0.00410 0.0283 -0.0526 0.159
(0.143) (0.145) (0.149) (0.155) (0.160) (0.165) (0.178) (0.178)

2.size#Belgium#MP Shock -0.00748 -0.0609* -0.0748* -0.0745* -0.118*** -0.0864* -0.0830* -0.151***
(0.0280) (0.0287) (0.0298) (0.0306) (0.0319) (0.0336) (0.0351) (0.0357)

2.size#Germany#MP Shock -0.0887*** -0.0866*** -0.142*** -0.149*** -0.146*** -0.145*** -0.197*** -0.249***
(0.0226) (0.0232) (0.0239) (0.0246) (0.0257) (0.0271) (0.0284) (0.0286)

2.size#Spain#MP Shock -0.0270 -0.0474 -0.0895* -0.0695 -0.0836* -0.0756 -0.101* -0.188***
(0.0361) (0.0375) (0.0386) (0.0394) (0.0410) (0.0430) (0.0451) (0.0454)

2.size#Italy#MP Shock -0.0421 0.0218 -0.0273 -0.157*** -0.125** -0.0788 -0.0778 -0.116*
(0.0378) (0.0399) (0.0406) (0.0410) (0.0431) (0.0458) (0.0486) (0.0490)

2.size#Netherlands#MP Shock 0.0549 -0.0282 -0.0483 -0.0553 -0.0856 -0.109 -0.0305 -0.177*
(0.0563) (0.0576) (0.0600) (0.0618) (0.0643) (0.0682) (0.0720) (0.0729)

2.size#Portugal#MP Shock -0.0922 -0.0892 0.0328 -0.233*** -0.204** -0.211** -0.248** -0.267***
(0.0626) (0.0640) (0.0653) (0.0656) (0.0694) (0.0723) (0.0758) (0.0768)

3.size#Belgium#MP Shock -0.0975*** -0.110*** -0.142*** -0.155*** -0.163*** -0.161*** -0.175*** -0.178***
(0.0159) (0.0162) (0.0168) (0.0172) (0.0179) (0.0186) (0.0194) (0.0198)

3.size#Germany#MP Shock -0.240*** -0.233*** -0.273*** -0.283*** -0.287*** -0.283*** -0.264*** -0.298***
(0.0129) (0.0133) (0.0137) (0.0140) (0.0147) (0.0153) (0.0159) (0.0162)

3.size#Spain#MP Shock -0.145*** -0.145*** -0.186*** -0.192*** -0.176*** -0.207*** -0.210*** -0.210***
(0.0173) (0.0180) (0.0185) (0.0190) (0.0197) (0.0207) (0.0216) (0.0219)

3.size#Italy#MP Shock -0.177*** -0.192*** -0.209*** -0.203*** -0.227*** -0.212*** -0.194*** -0.248***
(0.0158) (0.0164) (0.0167) (0.0170) (0.0178) (0.0186) (0.0194) (0.0197)

3.size#Netherlands#MP Shock -0.130*** -0.179*** -0.164*** -0.203*** -0.220*** -0.201*** -0.211*** -0.165***
(0.0303) (0.0313) (0.0321) (0.0330) (0.0344) (0.0360) (0.0379) (0.0386)

3.size#Portugal#MP Shock -0.131*** -0.0777* -0.115*** -0.127*** -0.132*** -0.158*** -0.0838* -0.162***
(0.0323) (0.0333) (0.0344) (0.0353) (0.0370) (0.0383) (0.0399) (0.0405)

0.size#HHI#MP Shock -4.044* 1.064 -1.102 2.148 1.484 -0.829 0.0106 0.324
(1.955) (2.058) (2.181) (2.152) (2.218) (2.418) (2.501) (2.574)

1.size#HHI#MP Shock -1.220 -1.403 -3.450*** -2.052* -1.811 -3.175** -1.987 -2.080
(0.894) (0.918) (0.949) (0.987) (1.041) (1.081) (1.181) (1.149)

2.size#HHI#MP Shock -0.743 0.498 -0.581 1.273* 1.252* 0.115 0.672 2.297***
(0.546) (0.564) (0.571) (0.592) (0.617) (0.647) (0.689) (0.691)

3.size#HHI#MP Shock -0.231 -0.113 -0.327 0.175 0.363 0.274 0.582 -0.298
(0.277) (0.285) (0.293) (0.301) (0.313) (0.327) (0.348) (0.355)

N 1717516 1667417 1615358 1562132 1502357 1452685 1408922 1370210
adj. R2 0.164 0.161 0.153 0.135 0.139 0.142 0.145 0.147

Notes: Standard errors are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.
The table presents detailed results for the baseline specification in monthly frequencies, in-
cluding country-MP interactions and the HHI variable from Amadeus.
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Appendix D Monetary Policy and Aggregate Trade Unit Values

I use the yearly trade unit values database that is produced by the Centre d’Etudes Prospectives

et d’Informations Internationales (CEPII). The database I use from CEPII offers several advan-

tages. It provides bilateral trade unit values calculated at a highly granular level, which are then

aggregated into Harmonized System 6-digit categories. This ensures greater cross-country compa-

rability and improves the precision of trade price distinctions within product categories, compared

to other global datasets. Additionally, an econometric analysis of the dataset in Berthou and

Emlinger (2011) shows that its unit values are closely related to key economic indicators, further

demonstrating its robustness.

In the dataset there are more than 5000 product codes following the ”8-digit Combined Nomen-

clature” that is standard in the customs data. I keep only the unit trade values associated to

the trade flows that are related to the Euro area initial members: Austria, Belgium, Germany,

Spain, Italy, France, Netherlands and Portugal. Therefore, I use the yearly trade unit value of each

reporter-partner-product relationship. Given that my interest is on the dynamic price discrimina-

tion, I focus only to the exports since they are ”Free on board” and do not include transportation

costs.

Before implementing my chosen empirical specification, I transform the values from USD dollars

to Euro by using the exchange rate in each period. Then I use different cleaning procedures to

ensure that the results are consistent. I use my specification without cleaning or by dropping the

product codes where there are consistently big changes. More specifically, in two different setups, I

drop the product codes where more than 20% of the cases have a 200% increase of their unit values

or a -66% decrease. Although, we expect a higher variation in the trade unit values, I proceed to

these setups to focus on the more homogeneous product codes.

D.1 Specification

I use panel local projections as in Jordà (2005), and I use as a dependent variable the cumulative

percentage change of the unit value:

UVp,os,cs,t+1 − UVp,oc,ds,t−1

UVp,oc,ds,t−1
= fC + fI + ϵMt + βhConcds,t−2ϵ

m
t +

L∑
l=1

Xt−l + up,cs,t+h

The dependent variable is the cumulative percentage change of the trade unit value for the

product p, from the origin country sector oc to the destination country sector ds one year after
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the monetary policy shock. I include fixed effects related to the country origin, country destination

and product. Moreover, I include four lags of the cumulative change of the trade unit before the

shock. Finally, I use the concentration or productivity distribution variables that were described

before with the addition that I include also the values for the French market.

Although this is the baseline estimation and I account for th fixed effects of the origin, des-

tination and product, I also proceed to two additional estimation by including the interaction of

country dummies and monetary policy shock or the interaction of industry dummies and monetary

policy shock. In this way, I can account for the dynamic country or sector20 specific effects of the

shock.

By including the country interactions, the specification changes to :

UVp,os,cs,t+1 − UVp,oc,ds,t−1

UVp,oc,ds,t−1
= fC + fI + I[b ∈ C]ϵmt + βhConcds,t−2ϵ

m
t +

L∑
l=1

Xt−l + up,cs,t+h

Where I[b ∈ C] is the country dummy taking the value 1 if the destination country is C

By including the sector interactions, the specification changes to :

UVp,os,cs,t+1 − UVp,oc,ds,t−1

UVp,oc,ds,t−1
= fC + fI + I[p ∈ S]ϵmt + βhConcds,t−2ϵ

m
t +

L∑
l=1

Xt−l + up,cs,t+h

Where I[b ∈ S] is the sector dummy taking the value 1 if the sector of the product is S.

In general, in all the cases, cleaning or not, the results are consistent with the exceptions of few

cases related to time-invariant productivity distribution variables.

D.2 No cleaning

The first results are related to the empirical analysis without proceeding to cleaning.

D.3 Cleaning

In this section, I proceed to various types of cleaning, focusing on eliminating product codes that

have too many cases of extremely varying unit values. I count the cases where the cumulative

percentage change of the price is 200% or -66%. Then I proceed to three setups, the first one is to

drop all the product codes that have more than 25% of their observations with extreme changes of

the prices. Then I proceed to 15% and 10%.

20By looking at all the billateral trade flows in the Euro area I include a higher variation that allows to include the
sector specific dynamic effects without capturing the most part of the variation of the concentration or productivity
measures.
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UV change

(1) (2) (3) (4) (5) (6) (7) (8) (9)

HHI Rev #MP Shock -2.131*** -3.602*** -1.698***
(0.518) (0.572) (0.615)

HHI Rev #Inf Shock 1.174*** -1.431*** 1.598***
(0.441) (0.497) (0.507)

MP Shock -0.779*** -1.721*** -1.569***
(0.0258) (0.0754) (0.0878)

Inf Shock -1.408*** -1.979*** -2.162***
(0.0263) (0.0770) (0.0938)

TFP Shape (Amadeus)#MP Shock 0.0749*** 0.0973*** -0.0139
(0.0243) (0.0261) (0.0310)

TFP Scale (Amadeus)#MP Shock -0.000301** -0.000218 -0.000876
(0.000131) (0.000134) (0.000625)

TFP Shape (Amadeus)#Inf Shock 0.0253 0.0362 -0.000818
(0.0246) (0.0264) (0.0324)

TFP Scale (Amadeus)#Inf Shock -0.000824*** -0.000757*** -0.000972
(0.000138) (0.000140) (0.000647)

TFP Shape (Compnet)#MP Shock 0.454*** 0.229*** 0.402***
(0.0471) (0.0626) (0.0539)

TFP Scale (Compnet)#MP Shock -0.135*** -0.0625*** -0.174***
(0.0112) (0.0198) (0.0122)

TFP Shape (Compnet)#Inf Shock 0.379*** 0.275*** 0.521***
(0.0505) (0.0667) (0.0578)

TFP Scale (Compnet)#Inf Shock -0.0877*** -0.0749*** -0.107***
(0.0117) (0.0205) (0.0126)

Observations 1,089,366 1,089,366 1,089,366 1,063,928 1,063,928 1,063,928 757,847 757,847 757,847
R-squared 0.047 0.048 0.047 0.050 0.050 0.050 0.053 0.054 0.054
Country Interactions No Yes No No Yes No No Yes No
Industry Interactions No No Yes No No Yes No No Yes

Notes: Standard errors are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.
The table presents results on the role of concentration and productivity distribution in the
impact of monetary policy on changes in trade unit values. No data-cleaning procedures were
applied.

Table D1: Caption

(1)
VARIABLES Fuv change

MP Shock -1.614***
(0.0226)

Inf Shock -2.077***
(0.0246)

Periphery# MP Shock 0.136***
(0.0369)

Periphery# Inf Shock 0.160***
(0.0386)

Observations 1,355,439
R-squared 0.049
Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Notes: Standard errors are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.
The table presents the differential impact of monetary policy on the trade unit value changes
in Core and Periphery. No data-cleaning procedures were applied.

In all cleaning procedures, the results consistently show a strong and negative coefficient for the

HHI and monetary policy shock, indicating that trade unit values decrease more significantly in

highly concentrated country-sectors. Additionally, both the time-variant Pareto shape parameter

(CompNet) and the time-invariant Pareto shape parameter (Amadeus) are positive and significant

across the majority of specifications and data setups. This suggests that trade unit values decrease

more in distributions characterized by a higher share of highly productive firms (i.e., lower Pareto
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shape parameter).

UV change

(1) (2) (3) (4) (5) (6) (7) (8) (9)

HHI Rev#c.MP Shock -2.287*** -3.509*** -1.865***
(0.495) (0.544) (0.588)

HHI Rev#Inf Shock 1.379*** -0.999** 1.745***
(0.409) (0.459) (0.470)

MP Shock -0.729*** -1.620*** -1.521***
(0.0246) (0.0727) (0.0827)

Infsum -1.344*** -1.810*** -1.970***
(0.0252) (0.0743) (0.0889)

TFP Shape (Amadeus)#c.MP Shock 0.0568** 0.0792*** -0.00729
(0.0237) (0.0255) (0.0310)

TFP Scale (Amadeus)#c.MP Shock -0.000201 -0.000114 -0.000741
(0.000125) (0.000128) (0.000608)

TFP Shape (Amadeus)#Inf Shock -0.00701 0.00499 -0.00709
(0.0241) (0.0258) (0.0324)

TFP Scale (Amadeus)#Inf Shock -0.000789*** -0.000714*** -0.00136**
(0.000132) (0.000135) (0.000631)

TFP Shape (Compnet)#c.MP Shock 0.447*** 0.207*** 0.413***
(0.0447) (0.0592) (0.0510)

TFP Scale (Compnet)#c.MP Shock -0.128*** -0.0463** -0.168***
(0.0106) (0.0187) (0.0118)

TFP Shape (Compnet)#Inf Shock 0.314*** 0.199*** 0.456***
(0.0477) (0.0630) (0.0547)

TFP Scale (Compnet)#Inf Shock -0.0889*** -0.0668*** -0.107***
(0.0110) (0.0196) (0.0121)

Observations 946,220 946,220 946,220 931,755 931,755 931,755 659,220 659,220 659,220
R-squared 0.042 0.044 0.042 0.046 0.046 0.046 0.049 0.051 0.050
Country Interactions No Yes No No Yes No No Yes No
Industry Interactions No No Yes No No Yes No No Yes

Notes: Standard errors are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.
The table presents results on the role of concentration and productivity distribution in the
impact of monetary policy on changes in trade unit values. I drop product codes for which at
least 20% of the observations contain extreme changes.
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UV change

(1) (2) (3) (4) (5) (6) (7) (8) (9)

HHI Rev#MP Shock -3.472*** -4.211*** -2.879***
(0.520) (0.568) (0.617)

HHI Rev#Inf Shock 0.562 -1.425*** 0.315
(0.428) (0.469) (0.493)

MP Shock -0.605*** -1.739*** -1.319***
(0.0263) (0.0732) (0.0867)

Inf Shock -1.133*** -1.874*** -1.610***
(0.0267) (0.0773) (0.0948)

TFP Shape (Amadeus)#MP Shock 0.112*** 0.131*** 0.0524*
(0.0238) (0.0253) (0.0314)

TFP Min (Amadeus)#MP Shock 0.00039*** 0.00044*** 0.00011
(0.000136) (0.000138) (0.000652)

TFP Shape (Amadeus)#Inf Shock 0.0656*** 0.0809*** 0.0608*
(0.0249) (0.0267) (0.0331)

TFP Min (Amadeus)#Inf Shock -0.00018 -0.00013 -0.00005
(0.000146) (0.000147) (0.000670)

TFP Shape (Compnet)#MP Shock 0.396*** 0.158** 0.317***
(0.0461) (0.0622) (0.0527)

TFP Min (Compnet)#MP Shock -0.122*** -0.0441** -0.153***
(0.0119) (0.0204) (0.0132)

TFP Shape (Compnet)#Inf Shock 0.242*** 0.120* 0.326***
(0.0503) (0.0687) (0.0570)

TFP Min (Compnet)#Inf Shock -0.0968*** -0.0708*** -0.107***
(0.0127) (0.0214) (0.0140)

Observations 477,888 477,888 477,888 475,614 475,614 475,614 332,551 332,551 332,551
R-squared 0.042 0.045 0.043 0.049 0.049 0.050 0.051 0.053 0.053
Country Interactions No Yes No No Yes No No Yes No
Industry Interactions No No Yes No No Yes No No Yes

Table D2: Cumulative Unit Value Change

Notes: The table displays the values of the coefficients related to the interaction of the destinations’

firms distribution variables and monetary policy shocks. I drop the product codes where at least

15% of the observations are related to extreme changes.
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Table D3: Caption

UV change

(1) (2) (3) (4) (5) (6) (7) (8) (9)

HHI Rev#c.MP Shock -5.610*** -5.704*** -6.782***
(0.919) (0.999) (1.092)

HHI Rev#Inf Shock -1.530* -3.241*** -1.952**
(0.860) (0.929) (0.987)

MP Shock -0.430*** -1.525*** -1.100***
(0.0449) (0.114) (0.155)

Infsum -0.970*** -1.767*** -1.474***
(0.0470) (0.132) (0.176)

TFP Shape (Amadeus)#c.MP Shock 0.0965*** 0.119*** 0.0614
(0.0358) (0.0384) (0.0523)

TFP Scale (Amadeus)#c.MP Shock -2.29e-05 3.29e-05 0.000975
(0.000220) (0.000223) (0.000988)

TFP Shape (Amadeus)#Inf Shock 0.0690* 0.0934** 0.0818
(0.0415) (0.0443) (0.0597)

TFP Scale (Amadeus)#Inf Shock -6.98e-05 3.23e-05 0.00145
(0.000248) (0.000253) (0.00107)

TFP Shape (Compnet)#c.MP Shock 0.310*** -0.0978 0.238***
(0.0795) (0.109) (0.0877)

TFP Scale (Compnet)#c.MP Shock -0.120*** 0.0150 -0.156***
(0.0191) (0.0331) (0.0214)

TFP Shape (Compnet)#Inf Shock 0.194** -0.131 0.211**
(0.0903) (0.129) (0.0970)

TFP Scale (Compnet)#Inf Shock -0.0822*** 0.0359 -0.0841***
(0.0198) (0.0346) (0.0224)

Observations 107,930 107,930 107,930 107,749 107,749 107,749 74,404 74,404 74,404
R-squared 0.050 0.054 0.051 0.062 0.062 0.064 0.066 0.069 0.069
Country Interactions No Yes No No Yes No No Yes No
Industry Interactions No No Yes No No Yes No No Yes

Notes: Standard errors are in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.10.
The table presents results on the role of concentration and productivity distribution in the
impact of monetary policy on changes in trade unit values. I drop product codes for which at
least 10% of the observations contain extreme changes.
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Appendix E Heterogeneous Selection Effect

I use the time-variant data related to the productivity in each country-sector in the Euro area

from the CompNet database. The summary of the data can be found in Appendix A. The goal is

to identify the movement of productivity in the lower percentiles of the productivity distribution

depending on concentration or shape of the distribution. In this way, I focus on the potential

selection mechanism in each country-sector trying to investigate the domestic dynamics.

I use as dependent variable the absolute or percentage change of TFP in the low and medium

percentiles of the distribution. As before, I use three specifications. In the first one I include only

the interaction of the country-sector concentration or shape of productivity distribution with the

monetary policy shock. In the next two, I include the interaction of country or sector specific

dummy with the monetary policy shocks.

The data are in annual frequencies and I use the aggregate monetary policy and information

shocks.

E.1 Results

E.1.1 Baseline

(A.) HHI Revenue (B.) TFP Shape (Amadeus)

Figure E1: Heterogeneous Selection Mechanism
Notes: The table presents the coefficients for the interaction between concentration or pro-
ductivity distribution variables and monetary policy shocks across various percentiles of the
TFP distribution. The TFP values are expressed in absolute terms.
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(A.) TFP Shape (CompNet) (B.) TFP Skewness (CompNet)

Figure E2: Heterogeneous Selection Mechanism
Notes: The table presents the coefficients for the interaction between concentration or pro-
ductivity distribution variables and monetary policy shocks across various percentiles of the
TFP distribution. The TFP values are expressed in absolute terms.

(A.) HHI Revenue (B.) TFP Shape (Amadeus)

Figure E3: Heterogeneous Selection Mechanism (Rate)
Notes: The table presents the coefficients for the interaction between concentration or pro-
ductivity distribution variables and monetary policy shocks across various percentiles of the
TFP distribution. The TFP values are expressed in cumulative change rates.
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(A.) TFP Shape (CompNet) (B.) TFP Skewness (CompNet)

Figure E4: Heterogeneous Selection Mechanism (Rate)
Notes: The table presents the coefficients for the interaction between concentration or pro-
ductivity distribution variables and monetary policy shocks across various percentiles of the
TFP distribution. The TFP values are expressed in cumulative change rate.
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E.1.2 Industry Interactions

(A.) HHI Revenue (B.) TFP Shape (Amadeus)

Figure E5: Heterogeneous Selection Mechanism
Notes: The table presents the coefficients for the interaction between concentration or pro-
ductivity distribution variables and monetary policy shocks across various percentiles of the
TFP distribution. The TFP values are expressed in absolute terms.

(A.) TFP Shape (CompNet) (B.) TFP Skewness (CompNet)

Figure E6: Heterogeneous Selection Mechanism
Notes: The table presents the coefficients for the interaction between concentration or pro-
ductivity distribution variables and monetary policy shocks across various percentiles of the
TFP distribution. The TFP values are expressed in cumulative change rates.
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(A.) HHI Revenue (B.) TFP Shape (Amadeus)

Figure E7: Heterogeneous Selection Mechanism (Rate)
Notes: The table presents the coefficients for the interaction between concentration or pro-
ductivity distribution variables and monetary policy shocks across various percentiles of the
TFP distribution. The TFP values are expressed in cumulative change rates.

(A.) TFP Shape (CompNet) (B.) TFP Skewness (CompNet)

Figure E8: Heterogeneous Selection Mechanism (Rate)
Notes: The table presents the coefficients for the interaction between concentration or pro-
ductivity distribution variables and monetary policy shocks across various percentiles of the
TFP distribution. The TFP values are expressed in cumulative change rates.
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E.1.3 Country Interactions

(A.) HHI Revenue (B.) TFP Shape (Amadeus)

Figure E9: Heterogeneous Selection Mechanism
Notes: The table presents the coefficients for the interaction between concentration or pro-
ductivity distribution variables and monetary policy shocks across various percentiles of the
TFP distribution. The TFP values are expressed in absolute terms.

(A.) TFP Shape (CompNet) (B.) TFP Skewness (CompNet)

Figure E10: Heterogeneous Selection Mechanism
Notes: The table presents the coefficients for the interaction between concentration or pro-
ductivity distribution variables and monetary policy shocks across various percentiles of the
TFP distribution. The TFP values are expressed in absolute terms.
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(A.) HHI Revenue (B.) TFP Shape (Amadeus)

Figure E11: Heterogeneous Selection Mechanism (Rate)
Notes: The table presents the coefficients for the interaction between concentration or pro-
ductivity distribution variables and monetary policy shocks across various percentiles of the
TFP distribution. The TFP values are expressed in cumulative change rates.

(A.) TFP Shape (CompNet) (B.) TFP Skewness (CompNet)

Figure E12: Heterogeneous Selection Mechanism (Rate)
Notes: The table presents the coefficients for the interaction between concentration or pro-
ductivity distribution variables and monetary policy shocks across various percentiles of the
TFP distribution. The TFP values are expressed in cumulative change rates.
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Appendix F Two-country model

F.1 Households Problem

The household’s problem is summarized as the choice of the set {qci , Nt, Bt} by taking as given the

{pi,t,Wt, Gt} for every t ∈ {0,+∞} and i ∈ Ω. By setting the Lagrangian with βtλH,t the Lagrange

multiplier:

Et

∞∑
t=0

βtU(qi,t, Nt)− βtλH,t

[ ∫
i∈Ω

pi,tq
c
i,tdi+ ctBt −NtWt −Bt−1 −

∫
i∈Ω

Γt(i)
]

The set of efficiency conditions is:

qci,t : α− γqci,t − η

∫
i∈Ω

qci,tdi = λH,tpi,t (52)

Nt : λH,tWt = Nϕ
t (53)

ct : ct = βEt

(λt+1

λH,t

)
(54)

With transversality condition on borrowing:

lim
T→∞

Et

[
βT−tUc, t

Un,t

BT

PT

]
(55)

The transversality condition will ensure equality in the budget constraint for each t.

By not having the numeraire good as in the Melitz-Ottaviano model I include the income effect.

The new demand function as in Ottaviano(2011) is containing λ and is the following :

λH,tpi,t = α− γqci − ηQc (56)

As usual, λH,tpi,t is equal to the marginal utility of consumption of variety i. Moreover, the marginal

utility of consumption includes the total consumption for all the varieties Qc.

Before going more in-depth into the demand function, by combining Equation 52, Equation 53

and Equation 54, I get a function that describes the optimal marginal rate of substitution between

consumption of a variety i and hours worked should be equal to the ratio of wage with its price:

−UNt

Uqi,t

=
Wt

Pi,t
(57)

To find the Euler equation I solve for the expectations in t but for the period t+1. Therefore:

qci,t+1 : Et(α− γqci,t+1 − η

∫
i∈Ω

qci,t+1di) = Et(λt+1pi,t+1) (58)
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Because of the two equations :

ct = βEt(
λt+1

λt
) (59)

1 = β(1 + it)Et
uqi,t+1

uqi,t,t

pci,t
pci,t+1

(60)

The Equation 59 relation gives us a valuable relation about the current and expected future λH,t.

Firstly, I have to note that (1 + it) =
1
ct

is the nominal interest rate for one period. Since I take

that the nominal interest rate should be equal to the gross yield of the risk-less bond:

βEt(1 + it)λt+1 = λH,t (61)

Now going back to the demand function, qci,t is the consumption of variety i by each household.

To find the total consumption, I assume that all the households are identical and there is no

heterogeneity: qi,t = L ∗ qci,t. Moreover, qi should be positive to be consumed. Therefore, I take a

subset Ω∗ ⊆ Ω that contains all the varieties i that are consumed and let O denote the number of

them. By integrating both sides of the equation of marginal utility of consumption I can derive in

the end:

aOt − (γ + ηOt)Q
c
t = λH,t

∫
i∈Ω∗

pi,tdi = λH,tOtP̄t (62)

Qt =

(
aLOt − λH,tLOtP̄t)

(γ + ηOt)
(63)

Therefore, the total production of all the varieties depends on the number of firms that are during

the period t in the market while it depends negatively on the product of marginal utility of income

and average price.

F.2 Counsumption-Saving Decisions

In this model, the consumption-saving decisions of households are governed by the following equa-

tion:

α− γqi,t − ηQt = β(1 + it)Et(α− γqi,t+1 − ηQt+1)(
Pi,t

Pi,t+1
) (64)

This equation, however, does not account for the aggregate price level, and the entry and exit

of firms may influence it. By integrating both sides, we obtain:

Qt = L

(
aOt − λH,t

∫
i∈Ω pitdi

)
(γ + ηOt)

⇐⇒ (γ + ηOt)Qt − aLOt = −LλH,tOtP̄t (65)
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where P̄t is the average price level. By taking this equation and forming the Euler equation:

(γ + ηOt)Qt − aLOt = β(1 + it)Et
P̄t

¯Pt+1

Ot

Ot+1

(
(γ + ηOt+1)Qt+1 − aLOt+1

)
(66)

The Euler equation includes an additional element compared to the standard version: the ratio
OH,t

OH,t+1
which represents the change in the number of varieties available. Households prefer to

spread their consumption across different goods, so an increase in the number of varieties can boost

their marginal utility, while a decrease can reduce it. This element reflects how shifts in market

dynamics, such as the entry and exit of firms, impact consumption choices and marginal utility by

altering the range of available products.

F.3 Demand Function and Elasticity of Demand

By substituting the demand function for cCi and noting that the average price P̄t = Pt
Ot

, where

Pt =
∫
i∈Ω pit, I reach the following:

ci,t =
αL

γ + ηOt
−
λH,tLpi,t

γ
+

ηλH,tLPt

γ(γ + ηOt)
(67)

This is the consumption for each variety i by all households in an economy. Furthermore, by

examining the demand function and substituting the relationship for the Cc
t , there is a maximum

price pmaxt a variety can have to be produced. That is when cci = 0:

pi,t ≤
α

λH,t
γ + ηPt

γ + ηOt
= pmaxt (68)

So pmaxt, known in the literature as Choke price, is the maximum price at which a firm can

sell its product, as no purchases will occur at higher prices. All varieties that sell i ∈ Ω∗ satisfy

this property, and the total number of varieties is Ot. Moreover, pmaxt is related to the level of

competition in the market. The inverse demand function can be written as:

pi,t = pmaxt −
γ

λH,tL
ci,t (69)

Finally, with this utility function, the price elasticity of demand is not stable, unlike with CES

preferences. More specifically:

ϵi =
dci
dpi

pi
ci

=
(pmaxt

pi,t
− 1
)−1

=
( pmaxH,t

pmaxH,t − γ
λH,tL

ci,t
− 1
)−1

(70)
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F.4 Final Good Firms

The equations for the price; revenues profit πt, and markups µt of each variety i are:

pi,t =
P I
H,t

2
(vHH,t + vi,t) (71)

Ri,t =
λH,tL(P

I
H,t)

2

4γ
[(vHH,t)

2 − (vHi,t)
2] (72)

πi,t =
λH,tL(P

I
H,t)

2

4γ
(vHH,t − vHi,t)

2 (73)

µt =
P I
H,t

2
(vHH,t − vHi,t) (74)

Hence, the most productive firms (and the lower vi) will have lower product prices and higher

markups. Moreover, they will have higher profits and revenues than the firms with lower produc-

tivity. As for a change in the vHH,t, the individual price, revenues, profits, and mark-ups would be

reduced(increased) in a decrease(increase) of vdH,t.

The exporters from Home to the other market face an ”iceberg” cost 21 on its production equal

to τ . Given the production function, the maximization problem can be solved separately. The

equations change to:

pHi,F,t =
τP I

H,t

2
(
P I
F,tv

F
F,t

τP I
H,t

+ vHi,t) (75)

RH
i,F,t =

τλF,tL(P
I
H,t)

2

4γ
((
P I
F,tv

F
F,t

τP I
H,t

)2 − (vHi,t)
2) (76)

πHi,F,t =
τλF,tL(P

I
H,t)

2

4γ
(
P I
F,tv

F
F,t

P I
H,t

− τvHi,t)
2 (77)

µHi,F,t =
τP I

H,t

2
(
P I
F,tv

F
F,t

P I
H,t

− τvHi,t) (78)

qHi,F,t =
τλF,tP

I
H,t

2γ
(
P I
F,tv

F
F,t

τP I
H,t

− vHi,t) (79)

Where, vHF,t =
P I
F,tc

F
F,t

τP I
H,t

is the cut-off inverse productivity that a domestic firm needs to have to

export to the foreign market. This relationship contains the ratio of the input prices in the two

markets since it can affect the overall marginal cost of production. The model allows each firm to

set different prices for each destination since the competition captured by the cHF,t and c
H
H,t leads to

different pressures on the markups, output, and prices.

21Which is related to transportation costs, advertisement etc.

87



F.5 Price, Consumption and Output

The average output per firm in the home market is also a weighted average of outputs from domestic

and foreign firms.

¯PH,t =
PH,t

OH,t
=

∫ vHH,t

0
pHH,i,tdGt(v

H) +

∫ vFH,t

0
pFH,i,tdGt(v

F ) =

=
OH

H,t
2κ+1
2(κ+1)P

I
H,tv

H
H,t +OF

H,t
2κF+1
2(κF+1)P

I
H,tv

H
H,t

OH,t

Where OH
H,t is the number of Home firms that sell in the home market while OH

F,t is the number

of Home firms that sell in the foreign market.

The average output is equal to the average of the average output of the domestic firms weighted

by the number of the domestic firms and the average output of the domestic firms that export to

the foreign market.

Q̄H
t =

QH
t

OH
H,t

=

∫ vHH,t

0
qHF,i,tdGt(v

H) +

∫ vFH,t

0
qHF,i,tdGt(v

H) =

=
OH

H,t
λH,t

2γ(κH+1)P
I
H,tv

H
H,t +OH

F,t
λF,t

2γ(κH+1)P
I
F,tv

F
F,t

OH
t

Similarly the markups:

µ̄Ht =
µH,t

OH,t
=

∫ vHH,t

0
µHH,i,tdGt(v

H) +

∫ vFH,t

0
µFH,i,tdGt(v

F ) =
OH

H,t

P I
H,tv

H
H,t

2(κH+1) +OF
H,t

P I
H,tv

H
H,t

2(κF+1)

OH,t

Finally, the consumption of final good is the same for firms with the same productivity foreign

or domestic. Again, differences in the productivity distributions of the firms will lead to different

average consumption of domestic and foreign goods. Here, a different movement of the cutt-off

productivity is able to lead to a different weight of domestic and foreign firms leading to different

changes in the consumption of domestic and foreign good.

¯CH,t =
QH,t

OH,t
=

∫ vHH,t

0
qHH,i,tdGt(v

H) +

∫ vFH,t

0
qFH,i,tdGt(v

F ) =

=
OH

H,t
λH,t

2γ(κH+1)P
I
H,tv

H
H,t +OF

H,t
λH,t

2γ(κF+1)P
I
H,tv

H
H,t)

OH,t
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F.6 Price Index, Consumption and Output

To understand inflation and its movements, it is essential to determine each economy’s price index

by weighting the consumption of each good accordingly. The production of the final good in each

economy can be represented as the sum of domestic consumption of these goods and the exports

they generate:

QH = QH
H,t +QH

F,T = OH
H,t

L

2γ(κH + 1)
λH,tP

I
H,tv

H
H,t +OH

F,t

L

2γ(κH + 1)
λFH,tP

I
F,t(v

F
F,t) (80)

The consumption of the final good in each economy is equal to the sum of domestic consumption

of domestically produced goods and imports from foreign markets:

CH,t = QH
H,t +QF

H,T = QH,t = OH
H,t

λH,t

2γ(κH + 1)
P I
H,tv

H
H,t +

λH,t

2γ(κF + 1)
OF

H,tP
I
H,tv

H
H,t (81)

The price index is calculated as the price of each good weighted by its share in total consumption:

PH
t =

OH
H,t

∫ vHH,t

0 pHi,tq
H
i,tdGt(v

H) +OF
H,t

∫ vHH,t

0 pFi,tq
F
i,tGt(v

F )

CH,t
= (82)

=
OH

H,t

λH,tP
I
H,tv

H
H,t

2

4γ(κH+2) +OF
H,t

λH,tP
I
H,tv

H
H,t

2

4γ(κF+2)

CH,t
(83)

F.7 Raw Materials and Intermediate Inputs

IH,t = OH
H,t

∫ vH
H,t

0

λH,tP
I
H,tL

2γ
(vHH,t − vi,t)vi,tdG(v

H) +OH
F,t

∫ vH
H,t

0

λF,tτP
I
H,tL

2γ
(vHF,t − vi,t)vi,tdG(v

H) =

=
λH,tP

I
H,tL

2γ

∫ vH
H,t

0

(vHH,t − vi,t)
κHv

κH
i,t

(vHH,t)
κ
H

dv +
λF,tτP

I
H,tL

2γ

∫ vH
H,t

0

(vHF,t − vi,t)
κHv

κH
i,t

(vHF,t)
κ
H

dv =

κHλH,tP
I
H,tL

2γ(vHH,t)
κ
H

(
vHH,t

∫ vH
H,t

0

vκH
i,t dv −

∫ vH
H,t

0

vκH+1
i,t dv

)
+
κHλF,tτP

I
H,tL

2γ(vHF,t)
κ
H

(
vHF,t

∫ vH
F,t

0

vκH
i,t dv −

∫ vH
F,t

0

vκH+1
i,t dc

)
=

κHλH,tP
I
H,tL

2γ(vHH,t)
κ
H

(
vHH,t

[ cκH+1
i,t

κH + 1

]vH
H,t

0
−
[ cκH+2

i,t

κH + 2

]vH
H,t

0

)
+
κHλF,tτP

I
H,tL

2γ(vHF,t)
κ
H

(
vHF,t

[ vκH+1
i,t

κH + 1

]vH
F,t

0
−
[ vκH+2

i,t

κH + 2

]vH
F,t

0

)
=

κHλH,tO
H
H,tP

I
H,tLH

2γ(κH + 1)(κH + 2)
(vHH,t)

2 +
κHλF,tO

H
F,tLF

2γ(κH + 1)(κH + 2)

(P I
F,t)

2

τP I
H,t

(vFF,t)
2 + fEO

H
H,t
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Free Entry

∫ vH
H,t

0

πi,tdG(v
H) =

∫ vH
H,t

0

λH,tL(P
W
H,t)

2

4γ
(vHH,t − vi,t)

2dG(cH) +

∫ vF
H,t

0

τ2λH,tL(P
w
H,t)

2

4γ
(
PF,tv

F
F,t

τPW
H,t

− vi,t)
2dG(vH) =

=
λH,tL(P

W
H,t)

2

4γ

∫ cHt

0

((vHt )2 − 2(vi,tc
H
t ) + v2i,t)κH +

vκH−1
i,t

(vMH )κH
+

+
λFH,tL(P

W
H,t)

2

4γ

∫ vF
H,t

0

((
PF,tv

F
F,t

τPW
H,t

)2 − 2(vi,t
PF,tv

F
F,t

τPW
H,t

) + v2i,t)κH
vκH−1
i,t

(vMH )κH
=

=
κHλH,tL(P

W
H,t)

2

4γ(vMH )κH
((vHH,t)

2

∫ vH
H,t

0

vκH−1
i,t − 2vHH,t

∫ vH
H,t

0

vκH
i,t +

∫ vH
H,t

0

vκH+1
i,t )+

+
κHλF,tL(τP

W
H,t)

2

4γ(cMH )κH
((vFF,t)

2

∫ vF
H,t

0

vκH−1
i,t − 2vFF,t

∫ vF
H,t

0

vκH
i,t +

∫ vF
H,t

0

vκH+1
i,t ) =

=
κHλH,tL(P

W
H,t)

2

4γ(vMH )κH

( (vHH,t)
κ
H

κH
− 2

(vHH,t)
κH+2

κH + 1
+

(vHH,t)
κH+2

κH + 2

)
+

+
κHλF,tL(τP

W
H,t)

2

4γ(vMH )κH

( (vFH,t)
κH+2

κH
− 2

(vFH,t)
κH+2

κH + 1
+

(vFH,t)
κH+2

κH + 2

)
=

=
λH,tL(P

W
H,t)

2

4γ(κH + 1)(κH + 2)(vMH )κH+2

(
(κH + 1)(κH + 2)(cHt )κH+2 − (κ2H + 3κH)(cHt )κH+2

)

+
τ2λF,tL(P

W
H,t)

2

4γ(κH + 1)(κH + 2)(vMH )κH+2

(
(κH + 1)(κH + 2)(vFH,t)

κH+2 − (κ2H + 3κH)(vFH,t)
κH+2

)

⇐⇒
LPW

H,t

4γ(κH + 1)(κH + 2)(vMH )κH

(
2λH,t(v

H
H,t)

κH+2 + 2τ2λF,t(v
F
H,t)

κH+2
)
= fE

vHH,t =
(
(fE

2γ(κH + 1)(κH + 2)(vMH )κH
λH,tLPw

t

− τ2
λF,tL

F

λH,tLH
(
(PW

F,t)

τ(PW
H,t)

vFF,t)
κH+2

) 1
κH+2

By substituting the relationship for vFF,t, we obtain the final relationship for the home cut-off cost:

vHH,t =

(
fE

2γ(κH + 1)(κH + 2)(vMH )κH

λH,tLHP I
H,t

− τ2
λF,tLF

λH,tLH
(
P I
F,t

τP I
H,t

)κH+2
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(
fE

2γ(κF + 1)(κF + 2)(vMF )κF

λF,tLFP I
F,t

− τ2
λH,tLH

λF,tLF
(
P I
H,t

τP I
F,t

vHH,t)
κF+2

)κH+2

κF+2

) 1
κH+2
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Proofs

Proposition 3.1:

ϵi =
dci
dpi

pHi
cHi

=
(pmaxH,t

pi,t
− 1
)−1

=
( pmaxH,t

pmaxH,t − γ
λH,tL

ci,t
− 1
)−1

=

=
( pmaxH,t

pmaxH,t − 1
2(P

I
H,tv

H
H,t − P I

H,tv
H
i,t)

− 1
)−1

=

=
( vHH,t

vHH,t −
1
2(v

H
H,t − vHi,t)

− 1
)−1

=

=
(2vHH,t − vHH,t − vHi,t

vHH,t + vHi,t

)−1
=

=
(vHH,t − vHi,t

vHH,t + vHi,t

)−1
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Appendix G Evidence from Country-Sector Specific Data

Macro Data

The data I use for the first part are from Eurostat, CompNet, and Amadeus. I limit the countries

of interest to the following members of the eurozone: Belgium, Germany, Spain, France, Italy,

Netherlands, Portugal, and for the period 2000-2018. All these countries adopted the Euro in 2000.

I use monthly frequencies that allow the high-frequency identification scheme. The monthly data

includes short-term fluctuations that can be affected by monetary policy. Furthermore, I focus

on the monetary policy shocks related to the ”Overnight Index Swap” (OIS) rate from Jarociński

and Karadi (2020). I use monthly data from Eurostat for industrial production (total manufacture

and by sector), harmonized consumer prices index, and stock price index for each country. Each

variable captures information about the state of the economy. Moreover, I extracted information

from Eurostat on monthly country-by-country trade data. It contains free-of-base (FOB) exports

from every country. Furthermore, I use firm-level data from Amadeus and country-sector-specific

data from CompNet.

Seasonality in Eurostat data (e.g., in consumer prices index and trade) can be a severe issue

for the analysis, affecting the interpretation. For instance, impulse response functions from VARs

would have unexpected spikes. Therefore, the non-seasonally adjusted data are adjusted using the

X-13 seasonal adjustment programs of the US Census Bureau. Furthermore, I exclude the period

2000-2002 since during these years, there was a lot of fluctuation (”noise”) in monetary policy while

the European integration had a strong effect on trade. The policy rate can capture the impact of

conventional and unconventional monetary policies like ”Forward Guidance.” This gives another

incentive to use the external instrument methods. However, the shocks used by Karadi-Jarocinski

are on the 3-month OIS rate, capturing mainly the conventional monetary policies.

Trade Balances

The first step is to use Proxy-SVAR for each of the selected countries. I use monthly data on

Industrial Production (total manufacture), harmonized consumer price index, stock price index,

overnight index swap, and the intra-Euro trade balance. Moreover, I use also simple structural

VAR with Cholesky decomposition and monetary policy shocks as the first variable.
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Y =



CPI

IP

Stock

Trade

Rt


(85)

The impulse response functions show similar effects on the macro variables, except the trade

balances. After a contractionary monetary policy shock, the intra-Euro trade balance of Spain,

Italy, and Portugal increased. On the other hand, Belgium, Germany and the Netherlands follow

the opposite direction. As for France, the responses in the intra-euro trade balances are not

significant. The graphs show the different responses to the level of trade balances. Although

Figure G1: IRFs (Proxy-SVAR) for the intra-euro trade balances

the responses for Portugal and France are similar, the one for Portugal is significant (at the 68%

confidence interval). Moreover, as a percentage of GDP is a lot higher.

Moreover, I use Bayesian local projections and VARS as in Miranda-Agrippino and Ricco (2021).

I use as a pre-sample the period 2002-2006 and as a sample the period 2007-2016. Moreover, I use

local projections for the whole period. The results seem to confirm the results of the Proxy-SVAR.

Indeed, the intra-Euro trade balances of Spain, and Portugal increased while the ones for Germany,

Netherlands, and Belgium decreased.
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Figure G2: IRFs (Proxy-SVAR) for the intra-euro trade balances

Figure G3: IRFs for the intra-euro trade balances

Effect of Productivity Distribution and Competition

To study if the effect of monetary policy varies across sectors and countries I use the monthly data

by sector and country on industrial production and the intra-euro trade balances. Moreover, I use

as control variables the lag of the dependent variable, the CPI, and the Stock Price index.

The two variables that this paper studies are the movement of industrial production and the

intra-euro trade balances. Moreover, the range of years leads to a limited number of observations.

Running local projections containing all the data and dummy variables for each sector-country

shows a negative effect of monetary policy on the industrial production of that specific sector-

country, as was expected. However, the responses have diverse magnitudes. There is significant
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heterogeneity by countries and sectors. The main hypothesis is that when the productivity distri-

bution is more skewed or when the shape parameter is lower there is a higher effect of the monetary

policy. Moreover, if there is a higher competition (captured by the HHI index) there is again a

higher effect. For this reason, I use local projections:

yt+h = α0 + FEt+h + αhϵ
M
t + βhProdt−12ϵ

m
t +

L∑
l=1

Xt−l + ut+h (86)

I include country-sector fixed effects to capture time-invariant information. Moreover, I include

the lags of the dependent and the control variables. Moreover, I use the previous year’s productiv-

ity/competition variables. The monetary policy shock is the Karadi-Jarocinski shocks. Therefore,

the lags do not react to the monetary policy shock.

Here’s a refined version of your text:

The coefficient of primary interest is δ, which captures the effect of a monetary policy shock

interacting with the productivity/competition variable. Additionally, the coefficient α represents

the average effect of a monetary policy shock. In the local projections concerning the productivity

distribution, I use both the skewness and mean value, or shape and scale parameters, assuming a

Pareto distribution.

While price indexes did not exhibit extreme values, even during the financial crisis, industrial

production (measured at monthly frequencies) experienced notable and abrupt fluctuations. These

changes could potentially affect the results, particularly concerning the role of concentration and

productivity distribution. Specifically, under large shocks, the selection mechanism may diminish

the importance of productivity distribution and concentration as the proportion of affected firms

becomes more uniform. To address this, I present results that exclude the crisis period of 2008–2011

for industrial production, demonstrating that the findings related to industrial production are

clearer when this period is omitted.

Results

The local projections reveal consistent and persistent patterns. In line with model predictions, in-

dustrial production increases more in highly concentrated markets, particularly when cross-industry

differences are controlled for. Additionally, trade balance, Producer Price Index (PPI), and import

prices from the euro area show a more significant decrease in more concentrated markets.

These findings are further supported when parameters from the Pareto estimation (from Comp-

Net) are interacted with monetary policy shocks. The coefficient associated with the shape parame-

ter is significant and positive when the dependent variable is trade balance, PPI, and import prices

from the euro area, but negative when industrial production is the dependent variable. Higher
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concentration is indicated by a lower shape parameter, confirming that these results align with

those derived from skewness analyses.

The most robust results are obtained when industry interactions with monetary policy shocks

are included in the specification. This approach accounts for industry-specific movements in output,

trade balance, and prices, highlighting cross-country differences more clearly. Furthermore, for both

the time-invariant Pareto shape parameter and concentration, the results remain consistent with

model predictions across all specifications tested.
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