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Abstract

It is well known that a vertically integrated …rm may have an incentive
to raise the rivals’ costs by increasing the wholesale prices it charges for
the input. In this paper, we show that it is precisely this incentive to
raise the rivals’ costs that explains why vertical integration may have
the additional e¤ect of encouraging entry into a downstream industry, as
the entrant will face more ine¢cient rivals. We consider a seting with an
upstream …rm that sets observable two-part tari¤ contracts to downstream
…rms. The downstream sector is made up of two incumbent …rms and one
potential entrant. Competition downstream is à la Cournot. Downstream
…rms can source the input also form an alternative, less e¢cient supply.
We characterize the conditions under which entry-encouraging vertical
integration is pro…table and occurs in equilibrium in our setting, and
show that it tends to be welfare enhancing. We also characterize a region
in which vertical integration reduces the entrant’s pro…ts and can deter
entry, and show that these mergers are always detrimental to welfare.
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1 Introduction

It is well known in the literature on vertical integration and market foreclosure,
that a vertically integrated …rm may have an incentive to raise the rivals’ costs
by increasing the wholesale prices it charges for the input, which has a negative
impact on competition. In this paper, we show that it is precisely this incentive
of the integrated …rm to raise the rivals’s costs which explains why vertical
integration may have the additional e¤ect of encouraging downstream entry,
which enhances market competition. The intuition is straightforward: on the
one hand, by raising the rivals’ costs, the integrated …rm allows the entrant
to face more ine¢cient (independent) downstream competitors. On the other
hand, vertical integration eliminates double marginalization, which reduces the
integrated …rm’s marginal cost and forces the entrant to face a more e¢cient
rival. We show in the paper that vertical integration increases the entrant’s
post-entry pro…ts when the former e¤ect dominates the latter, which would
explain the existence of entry-encouraging vertical integration.

We consider a setting with an upstream …rm that produces an input at no
cost and o¤ers observable take-it or leave-it two-part tari¤ supply contracts to
downstream …rms. The downstream sector is made up of two incumbent …rms
producing di¤erentiated goods and one potential entrant. Competition down-
stream is à la Cournot.1 Downstream …rms have the possibility to source the
input from a less e¢cient source of supply at cost c. Under take-it or leave-it
two-part tari¤ contracts, a vertically integrated …rm is able to bind the par-
ticipation constraint of downstream …rms and then, upon entry, the entrant’s
pro…ts amount to the pro…ts it can obtain when sourcing the input from the
alternative supply (its outside option) which depend on (i) the cost of the alter-
native supply, which is exogenous and una¤ected by vertical integration; (ii) the
wholesale price faced by the independent incumbent …rm, which increases with
vertical integration, as the integrated …rm aims to protect its market pro…ts2

and (iii) the cost of the integrated …rm, which decreases with vertical integra-
tion due to the elimination of double marginalization. Therefore, the e¤ect of
vertical integration on the entrant’s post-entry pro…ts is ambiguous. We …nd
a threshold value for c (the e¢ciency of the alternative supply) such that the
entrant’s post-entry pro…ts increase for a su¢ciently e¢cient alternative supply
(low values of c). In this region, and for the appropriate range of entry costs,
we …nd entry-encouraging vertical integration.

This result must be compared with the one found in the seminal paper by
Hunold and Schad (2023). These authors are the …rst to study the theoretical
connection between vertical integration and entry in a downstream industry.
They obtain a clear-cut result: vertical integration never increases the entrant’s
pro…ts.3 The reason is that they consider a setting with only one incumbent

1 We extend the model to Bertrand competition in Section 7.
2 Note that the integrated …rm obtains revenues not only from input sales, but also from

selling the …nal good in the market. Therefore, it is interested in controlling the level of market
competition and charges higher wholesale prices.

3 This result holds under Bertrand downstream competition. Under Cournot competition,
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…rm and one potential entrant. In this scenario, the entrant’s pro…ts decrease
with vertical integration because, upon entry, it faces a more aggressive rival,
as vertical integration eliminates double marginalization. Therefore, when com-
paring the two settings, an important conclusion that we derive is that, when
investigating the e¤ect of vertical integration on entry, the number of down-
stream …rms is a crucial aspect to take into consideration. In fact, we show that
our result that vertical integration can increase the entrant’s post-entry pro…ts
is robust to the general case of n-1 downstream …rms plus one entrant.

Once we identify the region of parameters where vertical integration in-
creases the entrant’s post-entry pro…ts, we are particularly interested in the
case in which entry occurs under vertical integration and not under vertical
separation, which we call entry-encouraging vertical integration. And this is
the case only for an appropriate range of entry cost values. The next step
in the analysis is then to study the pro…tability of entry-encouraging vertical
integration, to asses when a vertical merger that induces entry does occur in
equilibrium. We must compare the pro…ts of the integrated …rm with entry
(so that we have three downstream …rms) with the sum of their pro…ts with-
out integration, when there is no entry (and so we have only two downstream
…rms). We show that entry-encouraging vertical integration is pro…table when
the alternative supply is su¢ciently ine¢cient and the goods are su¢ciently
di¤erentiated. The intuition is the following: pushing entry through vertical
integration can be pro…table for the integrated …rm when the positive e¤ect
of creating a new market (the market expansion e¤ect), which increases with
the degree of product di¤erentiation, compensates for the negative competi-
tion e¤ect (which decreases when the alternative supply is more ine¢cient). In
order for entry-encouraging vertical integration to occur in equilibrium, the al-
ternative supply must be su¢ciently e¢cient to allow for vertical integration
to increase the entrant’s pro…ts and su¢ciently ine¢cient to make vertical in-
tegration pro…table. And this interval is shown to be non-empty regardless of
the degree of product di¤erentiation. With respect to the welfare consequences
of entry-encouraging vertical integration, for the admissible set of entry cost
values, we …nd a large region of parameters in which it is welfare enhancing.
There are two positive e¤ects on welfare, namely, the market expansion e¤ect
of the introduction of a new di¤erentiated good and the positive competition
e¤ect produced by entry; and two negative e¤ects, the raising rivals’s cost e¤ect
and the cost of entry. The market expansion e¤ect is larger when the goods are
more di¤erentiated and the competition e¤ect is larger when c is lower, that is,
when the alternative supply is more e¢cient.

Besides analyzing the region in which vertical integration increases the en-
trant’s pro…ts, we also analyze the region in which it reduces the entrant’s prof-
its, which occurs when the alternative supply is su¢ciently ine¢cient. In this
case, we are interested in the region of entry cost values for which entry occurs
only under vertical separation (and not under vertical integration). Studying

it holds as long as below-cost input pricing is not allowed, as we assume also in the present
paper.
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this region allows us to compare our results with those in Hunold and Schad
(2023). In particular, we show that the region where entry-deterrent vertical
integration occurs in equilibrium in our setting is much smaller than in Hunold
and Schad (2023). The reason is two-fold: on the one hand, the region where
vertical integration reduces the entrant’s pro…ts is smaller in our setting, because
adding a second incumbent downstream adds a positive e¤ect of vertical integra-
tion on the entrant’s pro…ts, which is absent in their setting. On the other hand,
the region where entry-deterrent vertical integration is pro…table is also smaller
in our setting because, whereas in Hunold and Schad (2023) entry-deterrent
vertical integration leads from a duopoly to a monopoly downstream, in our
setting, it leads from a triopoly to a duopoly. Therefore, our result suggests
that more intense downstream competition can alleviate the problem of market
foreclosure (and its negative impact on social welfare) through entry-deterrent
vertical integration.4 In other words, as long as we have more competitive down-
stream markets, competition authorities should not be too concerned about the
potential negative e¤ect that vertical integration may have on entry. This idea
is partially supported for example by Hortaçsu and Syverson (2007). In their
empirical paper, the authors regress the entry rate with respect to the mar-
ket share of vertically integrated …rms in the cement and concrete (vertically
related) markets. They obtain a positive but not signi…cant coe¢cient and sum-
marize their …ndings saying that: “There is little evidence that foreclosure is
quantitatively important in these industries. . . and entry rates do not fall when
markets become more (vertically) integrated”.

The main result of the present paper about the possibility that vertical inte-
gration increases the entrant’s pro…ts and may induce entry in the downstream
market, also holds when we extend the benchmark model to (i) vertical mergers
involving more than one downstream …rm (ii) secret contracts and (iii) Bertrand
downstream competition. Theses extensions are analyzed in Sections 5, 6 and
7 respectively.

Concerning the related literature on vertical integration, since the single
monopoly pro…t theory of the Chicago School there has been a long debate
about the possible anticompetitive e¤ects of vertical integration. The main
ingredient of the discussion is whether the vertically integrated …rm, trying to
increase its pro…ts, will exclude some of the downstream rivals from the market
by denying them access to an essential input.

The Chicago School proponents defended that, in the absence of e¢ciency
gains, vertical integration would be competitively neutral (e.g., Bork, 1978; Pos-
ner, 1979). The idea of neutrality of vertical integration can be supported by a
benchmark model with an upstream monopolist supplying an essential input via
take-it or leave-it observable two-part tari¤ supply contracts to two downstream

4 Regarding the welfare consequences of entry-deterrent vertical integration, we obtain a
clear-cut result (similar to Hunold and Schad (2023). For any admissible value of the entry-
cost, the e¤ect of entry-deterrent vertical integration on social welfare is negative. The entry
cost saving is not enough to compensate for three negative e¤ects, namely, a negative market
expansion e¤ect (elimination of one good), a negative competition e¤ect (elimination of one
…rm) and the raising rivals’ costs e¤ect.
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…rms producing homogeneous goods. In this setting, both the integrated and
unintegrated structures lead to full monopolization. More sophisticated (game
theory based) models have studied some potential anticompetitive e¤ects of ver-
tical integration. For example, Sandonís and Fauli-Oller (2006) relax two of the
assumptions of the benchmark model, namely, they introduce an alternative
less e¢cient supply of the input upstream and product di¤erentiation down-
stream. They obtain that the integrated …rm does not foreclose the rival but
sells the input to the latter …rm at a higher price, following a raising rivals’
cost strategy.5There exist a bunch of other theoretical papers that have also
studied anticompetitive e¤ects of vertical integration under other speci…c con-
ditions, such as additional commitment power of the integrated …rm (Ordover
et al.,1990), secret contract o¤ers (Hart and Tirole, 1990), exclusive dealing
contracts (Chen and Riordan, 2007), upstream collusion (Normann, 2009) or
the existence of a cost of switching suppliers (Chen, 2001).

Finally, our paper is very much related to a new line of research, opened
very recently by Hunold and Schad (2023), that studies another potential anti-
competitive e¤ect of vertical integration that was neglected so far, namely, the
potential negative e¤ect of vertical integration on downstream entry.

The rest of the paper is organized as follows. The next section describes
the model. The case with two incumbent downstream …rms and one entrant is
addressed in Section 3, Section 4 analyzes the case with a general number of
downstream …rms and Section 5 vertical mergers with two downstream …rms.
Section 6 extends the model to secret contracts. The Bertrand model is studied
in Section 7. And a conclusions section puts the paper to an end. All the proofs
are relegated to the Appendix.

2 The model

We have an upstream …rm called Firm U producing an essential input at zero
cost. There exist  downstream …rms, denoted with a natural number from 1
to , that transform this input into a …nal output on a one-to-one basis at no
cost. The outputs sold by downstream …rms are symmetrically di¤erentiated.
Firm  sells good . The inverse demand function of good  is given by:

 = 1¡  ¡ 
X

 6=

  = 1 

where  is the quantity sold of good  and 0 ·  · 1 is an inverse measure of
product di¤erentiation. The …rst  ¡ 1 …rms are incumbents and …rm  is a
potential entrant. There also exists an alternative, less e¢cient supply of the
input at cost  with 0    1.

5 Other papers in the literature that have explored rising rivals’ cost strategies associated
to vertical integration are, for example, Salop and Sche¤man (1983), Krattenmaker and Salop
(1986), Salinger (1988), Hart and Tirole (1990), Ordover, Saloner and Salop (1990) and Chen
(2001),
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The timing of the game is like in Hunold and Schad (2023) and evolves as
follows:

1. Firm U and …rm 1 decide whether to merge or stay separated.
2. Firm  decides whether to enter the market at a …xed cost   0.
3. Firm U o¤ers non-discriminatory6 take-it or leave-it two-part tari¤ supply

contracts to downstream …rms including a …xed fee  ¸ 0 and a wholesale price
of  ¸ 0.

4. Each independent downstream …rm decides whether to accept or reject
the proposed contract.

5. After observing the acceptance and rejection decisions, all active down-
stream …rms compete à la Cournot.

A comment on the restrictions we set on the parameters conforming the two-
part tari¤ supply contracts is warranted. Non-negative fees are assumed because
negative fees would likely be considered anticompetitive. Non-negative whole-
sale prices (or more precisely a ban on below-cost pricing) is not imposed in
Hunold and Schad (2023) but they point out "[p]rices below marginal cost may
be considered anti-competitive and might be prohibited" (p.10). Apart from
this antitrust argument, we introduce the assumption to better di¤erentiate
our results from the ones in Hunold and Schad (2023). With the non-negative
wholesale price assumption, they would obtain that vertical integration never
increases the entrant’s post-entry pro…ts. We obtain instead that even restrict-
ing ourselves to non-negative wholesale prices, there always exist a region of
parameters where vertical integration increases the entrant’s pro…ts.

We solve the model by backward induction. In the last stage, …rm  has
constant marginal cost , where  =  if …rm  has accepted the supply
contract o¤ered by  and  =  if it has not accepted the contract o¤er and
sources the input from the alternative supply. The (interior) equilibrium output
and pro…t of …rm  are given respectively by:

( ¡ ) =
2¡  + ¡ ¡ (2 + (¡2 + ))

(2¡ )(2 + (¡ 1))
(1)

¦( ¡ ) = [( ¡ )]
2

where ¡ =
P

 6=  . If …rm  does not enter the market, we only have ¡ 1
active …rms, but (1) still applies.

We next proceed to solve the model for the case  = 3 to emphasize the
important di¤erences with respect to the case  = 2, solved in Hunold and
Schad (2023), and will solve the general case with  …rms in Section 4.

3 The case  = 3

We …rst solve the third stage, where the upstream …rm decides the two-part
tari¤ supply contract, taking into account that in the fourth stage, downstream

6 In practice, we see that …rms very often o¤er uniform contracts to their customers (see
for example Lafontaine and Slade,1997, pp.15-16.).
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…rms will accept only contracts guaranteeing them no less than their outside
option, namely, the pro…ts they would get if they reject the contract and source
the input from the alternative supply. We have to consider two di¤erent cases.
On the one hand, an scenario in which the entrant (…rm 3) has not entered the
downstream market. This case has been already analyzed in Sandonis and Fauli-
Oller (2006) and Hunold and Schad (2023). On the other hand, an scenario in
which there has been entry, that we analyze below.

With vertical separation, taking into account that the upstream …rm op-
timally sells the input to all downstream …rms (see Fauli-Oller et al., 2013)
and that the participation constraint of the downstream …rms is binding, the
upstream …rm U maximizes:


 f3 (¦( 2 3)¡¦(2 3) + ( 2 3))g

 0 ·  · 

The optimal two-part tari¤ contract7 involves a wholesale price:

¤ =

(
((¡2+)+2(2+))
4+(4+(¡3+2)) if   (2¡)

2(2+) = 
0 otherwise

and a …xed fee  ¤ = ¦(
¤
  2

¤
  3)¡

¦(2¤  3). Observe that the outside option of the entrant is given by ¦(2¤  3).
In order to guarantee non-negative outputs, we need to impose the constraint
 ·  = 2¡

2+ . This constraint guarantees that in the worst possible case for

any …rm (that is, facing two rivals with zero marginal costs when this …rm has a
marginal cost equal to ) its output is non-negative, namely, that (0 3) ¸ 0.8

With vertical integration, the integrated …rm maximizes (taking into account
that it optimally sells the input to all downstream …rms (see Fauli-Oller et al.,
2013) and that the participation constraint of the downstream …rms is binding):


 f¦(0 2 3) + 2(¦( 3)¡¦( 3) +( 3))g

 0 ·  · 

We are implicitly assuming that the integrated …rm cannot credibly commit to
change its true marginal cost, which implies that it has to produce with a mar-
ginal cost equal to zero. This is a common assumption in the market foreclosure
literature (Caprice, 2006, Chen, 2001, Hart and Tirole, 1990, Hunold and Stahl,
2016, Hunold and Schad, 2023, Normann, 2009, Reisinger and Tarantino, 2015,
Rey and Tirole, 2007, Sandonis and Fauli-Oller, 2006).

The optimal two-part tari¤ contract involves a wholesale price:

¤ =

(
(2¡3+2+(2+))

4¡(¡4+5)
if   (2¡)

4+6
= 

 otherwise
and a …xed fee ¤ = ¦(

¤
  

¤
  3)¡

¦(¤  3). Observe that the outside option of the entrant is given by¦( ¤  3).

7 Notice that the upper bound of the constraint is due to the fact that we do not allow for
negatives fees in the contract.

8 This constraint also guarantees that outputs are never negative with vertical integration,
which we analyze below.
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In the second stage, the entrant will enter if it anticipates that its post-
entry pro…ts exceed the entry cost . These pro…ts depend on whether vertical
integration has occurred in the …rst stage of the game. Therefore, we have to
compare the entrant’s post-entry pro…ts (its outside option) in both situations,
which is formalized in the following proposition:

Proposition 1 A threshold value 1  0 always exists such that a vertical
merger increases the entrant’s pro…ts i¤   minf1  


g, and decreases the

entrant’s pro…ts otherwise, where 1 is de…ned in the Proof of Proposition 1 in
the Appendix.

Hunold and Schad (2023) obtain a qualitatively similar result in which ver-
tical integration can improve the entrant’s pro…ts for su¢ciently low values
of . However, their result holds only for negative wholesale prices (see their
Lemma 4). In particular, when  = 2, the pro…ts of the entrant amount to
¦(¤  2) whereas, with vertical integration, they are given by ¦(0 2). So
the comparison of pro…ts reduces to sign ¤ . Then, under the assumption that
the wholesale prices must be non-negative, ¦(¤  2) ¸ ¦( 0 2) holds, with
strict inequality if the wholesale price is positive.

Our contribution arises from the fact that, whereas in the case  = 2 vertical
integration only has a negative e¤ect on the entrant’s pro…ts (the fact that after
vertical integration the entrant faces a more e¢cient rival), with  = 3 (and
above), a new positive e¤ect of vertical integration on the entrant’s pro…ts arises
such that, even restricting ourselves to non-negative wholesale prices, we …nd a
signi…cant region of parameters where vertical integration increases the entrant’s
pro…ts. To understand this new positive e¤ect, note …rst that with  = 3, the
entrant’s equilibrium pro…ts with vertical integration do depend (positively) on
the wholesale price set by the integrated …rm and, second, that this wholesale
price is higher than the one set under vertical separation (¤  ¤).9 So the
new (positive) e¤ect is given by the fact that the entrant faces a more ine¢cient
incumbent …rm 2 with vertical integration than with vertical separation. And
the size of this positive e¤ect (¤ ¡ ¤) increases as c decreases.10 Joint with
the fact that the size of the negative e¤ect of vertical integration on the entrant‘s
pro…ts (¤ ¡ 0) decreases as c decreases (in fact, for su¢ciently low values of c,
¤ = 0, and so the negative e¤ect disappears), we obtain that for su¢ciently low
values of c (as Proposition 1 states), vertical integration increases the entrant’s
pro…ts.

Comparing our threshold value 1 with b (the counterpart for the case  = 2
in Hunold and Schad, 2023), we …nd that b  1  implying that the region in

9 The reason is that the integrated …rm directly participates in the …nal market and so it
is interested in reducing competition to protect its markets pro…ts. And the optimal way to
do this is by raising the rivals’ cost through a higher wholesale price.

1 0 The reason is that even though both ¤ and ¤ decrease as  decreases (note that a lower
 increases the outside option of downstream …rms, which is optimally counteracted by the
upstream …rm via a lower wholesale price), the integrated …rm reduces the wholesale price
at a lower rate than the separated upstream …rm as c decreases, because it needs to protect
market pro…ts, which calls for a higher ¤
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which vertical integration reduces the entrant’s pro…ts shrinks when we move
from two to three downstream …rms. The reason is clear: with  = 3, the
new positive e¤ect that arises in the model counteracts the negative one, so
that it is less likely that vertical integration reduces the entrant’s pro…ts. As
a consequence, it seems that the possibility that vertical integration forecloses
a rival by deterring entry is less of a concern when we increase the level of
competition downstream. Note that vertical integration deters entry when its
cost  is higher than the entrant’s pro…ts with vertical integration and lower
than its pro…ts with vertical separation, namely, ¦(¤  3)    ¦(2¤  3).
And the previous interval is non-empty, according to Proposition 1, only when
  1 , that is, when vertical integration reduces the entrant’s pro…ts.

In what follows, we will divide the analysis into two separate subsections.
In the …rst one, we will focus on the case in which a vertical merger reduces
the entrant’s pro…ts (  1 ) to determine the region in which entry-deterrent
vertical integration is pro…table and occurs in equilibrium, with the aim to
compare the size of this region with the one in Hunold and Schad (2023). A
welfare analysis of this kind of mergers closes this part. In the second subsection,
we will study the case in which a vertical merger increases the entrant’s pro…ts
(  1 ) to determine also the region in which pro…table entry-encouraging
vertical integration occurs in equilibrium and its welfare consequences.

3.1 A vertical merger reduces the entrant’s pro…ts

The …rst step is to look at the pro…tability of entry-deterrent vertical integration,
which is formalized in the following proposition.

Proposition 2 Suppose that ¦( ¤  3)    ¦(2¤  3), so that vertical
integration deters entry. Then, vertical integration is pro…table i¤    , where
 is an increasing function of  and is de…ned in the Proof of Proposition 2 in
the Appendix.

This result is akin to that in Proposition 4 in Hunold and Schad (2023).
They also obtain that entry-deterrent vertical integration is pro…table if  is
su¢ciently low (  ). Furthermore,  is also increasing in .
And the intuition for the result is like the one they provide. Entry involves
two opposite e¤ects: a market expansion e¤ect and a competition e¤ect. The
former reduces the pro…tability of entry-deterrent vertical integration and the
latter increases it. Let us relate the size of both e¤ects with the two relevant
parameters of the model  and .

The lower is  the greater the size of the market expansion e¤ect induced
by entry and the less the entrant will compete with the existing downstream
…rms. This becomes clear in the extreme cases of  = 0 and  = 1. In the …rst
case, a completely new market is created through entry and no competition
is generated, which reduces the incentives to deter entry. In the second case,
entry does not produce any market expansion, but increases competition very
much, because all downstream …rms compete with a homogeneous good, which
increases the incentives to deter entry.

9



Regarding parameter , the lower is , the more e¢cient the entrant would be
when sourcing from the alternative supply and, therefore, the more the intensity
of competition increases with entry. The higher is , the lower the outside
option of the entrant and the larger the fraction of the additional market pro…ts
produced by the introduction of a new good that the vertically integrated …rm
can appropriate, so that entry is less harmful for the integrated …rm.

In order to add to the market foreclosure theory, we aim to identify cases
where entry-deterrent vertical integration is an equilibrium outcome. This re-
quires combining the results of the two previous propositions. Proposition 1 has
informed that when  is su¢ciently high, the entrant would obtain less pro…ts
under vertical integration than under vertical separation. So, in this case, there
exist (intermediate) values of the entry cost such that entry only occurs under
vertical separation and, therefore, vertical integration would result in market
foreclosure. But this entry-deterrent vertical merger will only occur when it is
pro…table. Proposition 2 has shown that this is the case when  is su¢ciently
low. So entry-deterrent vertical integration will occur in equilibrium i¤  2 (1 
 ], as the next proposition formally states:

Proposition 3 Suppose that ¦( ¤  3)    ¦(2¤  3), so that vertical
integration deters entry. If  · 081, vertical integration is unpro…table and
never occurs in equilibrium. If  2 (081 093), vertical integration is pro…table
and it occurs in equilibrium if  2 (1 minf

  )]

Note …rst, that the interval (1  
 ] is non-empty only for su¢ciently high

values of : according to Proposition 3, for  · 081, any vertical merger that
reduces the entrant’s pro…ts is unpro…table. See Figure 1 below.

Place Figure 1 around here

Second, based on Propositions 4 and 5 in Hunold and Schad (2023), we
can obtain an equivalence to Proposition 3 above for the case  = 2, where
entry-deterrent vertical integration would occur (using Hunold and Schad’s no-
tation) if  2 (b() ()], which is a non-empty set for all . The
comparison of the results for  = 2 and  = 3 is clear-cut for  · 081 because,
as Proposition 3 shows, there will never be entry-deterrent vertical integration
with  = 3. The same is true for   081 because, in this case, (1 minf
  g] ½ (b() ()], which implies that for any value of  such that
vertical integration deters entry for  = 3, it would do the same for  = 2.
Figure 2 compares the regions where entry-deterrent vertical integration is prof-
itable and takes place in equilibrium with  = 2 and  = 3 It makes clear
that the region of pro…table entry-deterrent vertical integration shrinks signif-
icantly as me move from  = 2 to  = 3It is not only that the interval where
entry-deterrent vertical integration occurs in equilibrium exists in our case only
for very close substitutes (  081). Furthermore, Figure 2 shows that our
interval is also narrower than theirs regarding parameter . On the one hand,
(entry-deterrent) vertical integration is less pro…table in our model, basically
because it implies going from 3 to 2 …rms in the downstream market, while in
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the case  = 2, it implies going from a duopoly to a monopoly. On the other
hand, the region where vertical integration reduces the entrant’s pro…ts shrinks
in the case  = 3 because, upon entry, the entrant faces a more ine¢cient down-
stream incumbent 2, which helps to increase its pro…ts. Finally, note that for
  093,   1 holds, which implies that any alternative supply satisfying
the constraint   , prevents a vertical merger from reducing the entrant’s
pro…ts.

Place Figure 2 around here

An important implication of the previous discussion is that the concern
raised by Hunold and Schad (2023) on the potential market foreclosure con-
sequences of a vertical merger is much less important when we add one more
downstream incumbent.

We next turn to the analysis of the welfare consequences of entry-deterrent
vertical integration. Given that production costs are zero, we can de…ne the
welfare function as:

 (1 2 3) = (1 2 3)¡ 

where (1 2 3) is the utility function, separable in money, of a representative
consumer:

(1 2 3) = 1 + 2 + 3 ¡
21
2
¡
22
2
¡
23
2
¡ 12 ¡ 13 ¡ 23 +

and  is the entry cost. Note that the fact that we are analyzing the case
of entry-deterrent vertical integration implies that we have to compare social
welfare with vertical integration and two downstream …rms and social welfare
with vertical separation and three downstream …rms. The welfare function for
the case of two downstream …rms can be obtained just by imposing 3 = 0. The
following proposition validates the result:

Proposition 4 Social welfare under entry-deterrent vertical integration is al-
ways lower than under vertical separation and entry.

Given that social welfare is measured by the utility of the representative
consumer in the equilibrium quantities, a change in any element of the model
that a¤ects the outputs will change welfare, namely, the number of di¤erentiated
goods, the wholesale prices and the number of …rms. Entry-deterrent vertical
integration produces three negative e¤ects on welfare: it reduces variety by
eliminating one good; it eliminates one …rm and, additionally, it increases the
wholesale price charged to the independent downstream …rm. The only positive
e¤ect of on welfare is the entry cost saving. However, this positive e¤ect is of
limited size given that the entry cost must satisfy ¦(¤  3)    ¦( 2¤  3)
and, as the above proposition states, it is never large enough to outweigh the
three negative e¤ects.11

1 1 This result is akin to the one obtained in Hunold and Schad (2023) in the case  = 2.
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In the following subsection, we proceed to study the region where a vertical
merger increases the entrant’s pro…ts, that is, when   1 . This subsection
contains the main contributions of our paper.

3.2 A vertical merger increases the entrant’s pro…ts

The …rst step is to study the pro…tability of entry-encouraging vertical integra-
tion. The following proposition formalizes the result.

Proposition 5 Suppose ¦(2¤  3)    ¦( ¤  3) holds, such that vertical
integration encourages entry. Then, vertical integration is pro…table i¤   e ,
where e is an increasing function of  and is de…ned in the Proof of Proposition
5 in the Appendix.

Pushing entry through vertical integration tends to be pro…table both when
the positive market expansion e¤ect of opening a new market is large (which
occurs as the goods are more di¤erentiated) and when the negative competition
e¤ect of entry is small (which occurs when the alternative supply is su¢ciently
ine¢cient). When  is high, the outside option of the independent downstream
…rms is low, which provides the integrated …rm with additional incentives to
increase the wholesale price with the aim to reduce market competition. So,
ceteris paribus, higher values of  lead to higher pro…ts of the integrated …rm.
As the goods become closer substitutes, entry increases more the intensity of
competition and reduces the market expansion e¤ect. Both e¤ects lead to a
less pro…table vertical merger, which requires of a higher values of  that allow
the integrated …rm to increase more the wholesale price to compensate for the
previous two negative e¤ects.

Given that we are in the region in which a vertical merger increases the
entrant’s pro…ts (  1 ), in order to determine when entry-encouraging vertical
integration occurs in equilibrium, we need to combine Propositions 1 and 5,
which is formalized in the following proposition.

Proposition 6 Suppose ¦(2¤  3)    ¦( ¤  3) holds, such that vertical
integration encourages entry. Then, vertical integration is pro…table and occurs
in equilibrium i¤ e   minf1  


g.

The above proposition states that entry-encouraging vertical integration oc-
curs in equilibrium when  is su¢ciently high to guarantee that it is pro…table
and su¢ciently low to guarantee that vertical integration increases the entrant’s
pro…ts. Figure 3 plots the region de…ned in Proposition 6. As we can see in
Figure 3, the interval [e  1 ] is non-empty regardless of the degree of prod-
uct di¤erentiation and the region where entry-encouraging vertical integration
occurs in equilibrium is signi…cantly large. This is the main contribution of
our paper. In our setting with two downstream incumbents and one entrant,
besides …nding that the region where a vertical merger can deter entry is very
small, we …nd a large region of parameters for which a vertical merger induces
entry in the market. And, as the following discussion will show, in most cases,
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those entry-encouraging vertical mergers that occur in equilibrium are welfare
enhancing.

Place Figure 3 around here

Figure 4 plots the social welfare comparison for two particular values of the
entry cost, namely,  = 0 and   0.

We compare social welfare with vertical integration and three …rms and
social welfare with vertical separation and two …rms. Figure 4 shows that even
for large (feasible) entry costs   ¦( ¤  3), we still …nd a signi…cantly large
region of parameters in which entry-encouraging vertical integration enhances
social welfare. This is the case for low values of  and  (speci…cally, when
   () in Figure 4). Note that low values of  prevent the integrated …rm
from charging too high wholesale prices and also imply a large competition
e¤ect of entry, whereas low values of  increase the market expansion e¤ect
of the introduction of a new good. On the other hand, as the entry cost 
decreases, the threshold function  () shifts upwards, increasing the region
where a vertical merger enhances welfare. Interestingly, Figure 4 shows that
even with a null cost of entry ( = 0), we still …nd a (relatively small) region
where a vertical merger can be detrimental to welfare. This is the case for high
values of  and  (speci…cally when    () in Figure 4).12

Place Figure 4 around here

4 The case with  …rms

In this section, we extend the benchmark model to study if our result that ver-
tical integration can increase the entrant’s pro…ts is robust to a general setting
with (¡ 1) downstream incumbents and 1 potential entrant. We will compare
the outside option of the entrant in the cases of vertical integration and vertical
separation. For the case of vertical separation, the upstream …rm maximizes
(taking into account that it optimally sells the input to all downstream …rms,
see Fauli-Oller et al., 2013):

¦( (¡ 1) ) +  ( (¡ 1) )¡ (¦( (¡ 1) )

The optimal two-part tari¤ contract (see Proposition 1 in Fauli-Oller et al.,
2013), leads to the following outside option of any of the independent down-
stream …rms (which equals its equilibrium pro…ts).13

1 2 If  = 0, we know that a vertical merger would never deter entry. Speci…cally, there
would be entry both with vertical integration and vertical separation. But in the previous
discusssion and just for the sake of the argument, we are assuming that we have no entry with
vertical separation.

1 3 Note that for  · 1 , ¤ = 0.
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¦( (¡1)¤  ) =

8
>>>>>>>>><

>>>>>>>>>:

(¡2++(2+(¡2+)))2

(¡2+)2(2+(¡1+))2 if 0    1
(¡2 + )2(4¡ 2(2 + (¡ 2))

(1 + (¡ 1)) + (¡6+
+(¡ 3)(¡ 1) + 4))2

4(2 + (¡ 1))2(4 + (4(¡ 2)+
+(6 + (¡ 1) + (¡ 6))))2

if 1    2

0 otherwise

where 1 =
(2¡)

4+2(¡2+) and 2 =
4+(¡6+(¡3+)(¡1+)+4)
2(2+(¡2+))(1+(¡1+)) .

For the case of vertical integration, the integrated …rm maximizes:

¦(0 (¡1) )+(¡1)( (¡2) )+(¡1)(¦( (¡2) )¡¦( (¡2) ))

The optimal two-part tari¤ contract (see Proposition 2 in Fauli-Oller et al.,
2013) leads to the following outside option of any of the independent downstream
…rms (which equals its equilibrium pro…ts):

If   2
¡1 

¦( (¡2)¤  ) =

8
>>>>>>>>>><

>>>>>>>>>>:

(¡2+2+)2

(¡2+µ)
2
(2+(¡1+)µ)

2 if 0    1

(¡2+¡

2(¡4 + (8 + 3(¡1+
+)¡ 4))(2 + (¡2+
+)) + 2(¡2 + )(¡2+
+(¡1 + ))(¡2 + )

2(4+4(¡2+)+2(7+(¡7+)))
)2

(¡2+)2(2+(¡1)µ)
2 if 1 ·   2

0 otherwise

If  ¸ 2
¡1



¦( (¡2)¤  ) =

8
>>>>>>>>><

>>>>>>>>>:

(¡2++(2+(¡2+)))2

(¡2+)2(2+(¡1+))2
if 0    0

(¡2+¡

2(¡4 + (8 + 3(¡1+
+)¡ 4))(2 + (¡2+
+)) + 2(¡2 + )(¡2+
+(¡1 + ))(¡2 + )

2(4+4(¡2+)+2(7+(¡7+)))
)2

(¡2+)2(2+(¡1)µ)
2 if 0    2

0 otherwise

where14 0 =
(2¡)(¡2+(¡1+))
2(2+(¡2+))(¡2+) , 


1 = ¡

(¡2+)(¡2+(¡1+))
¡8+2(4+3(¡1+)¡2) and

2 =
(¡2+)(8+(8(¡2+)¡(¡2(¡5+)+(¡2+))(¡1+)))

2(¡4+(8+3(¡1+)¡4))(2+(¡2+))


Directly comparing the previous expressions, we obtain the following result:

Proposition 7 Vertical integration increases the entrant’s post-entry pro…ts if
  () and decreases the entrant’s pro…ts otherwise, where () is de…ned in
the Proof of Proposition 7 in the Appendix.

It is direct to check that (2) =
1

4
(2¡), which is the threshold value iden-

ti…ed in Proposition 4 in Hunold and Schad (2023), and that (3) = 1 , which is

1 4 Note that if   0 , ¤ = 0.
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the threshold value identi…ed in Proposition 1 above. We have already noted af-
ter Proposition 1, that (2)  (3) but, in general, () is non-monotonic with re-
spect to .

5 Merging with the two incumbent downstream
…rms

In this section, we extend the benchmark model to allow the upstream …rm
to merge with either one or the two downstream incumbents. In the case of
a vertical merger with the two downstream incumbents, at …rst sight we could
think that we are back to the original model in Hunold and Schad (2023), where
the outside option of the entrant does not depend on the wholesale price charged
by the merged …rm, which leads to the result that, in their setting, a vertical
merger never encourages entry. However, things are not that simple in our
setting, where a vertical merger with the two incumbents reduces horizontal
market competition, providing additional incentives for entry in the market.
We show below that, indeed, we can …nd pro…table entry-encouraging vertical
mergers with the two incumbents in equilibrium.

We will assume that a two-…rms vertical merger arises in equilibrium when
the merger participants jointly obtain more pro…ts than with either one-…rm
vertical merger or no merger. The ultimate goal is to …nd …rst, whether verti-
cally merging with the two incumbents can be entry-encouraging and, second,
whether this merger is pro…table and arises in equilibrium.

Let us start by analyzing the equilibrium when the upstream …rm merges
with the two downstream incumbents. In the last stage, we have the merged …rm
producing two di¤erentiated goods with zero marginal cost and one potential
entrant. Upon entry, the last stage equilibrium pro…ts of the merged …rm and

the entrant are given respectively by: ¦() = (1+)(2+(¡1+)))2

2(¡2+(¡2+))2 and ¦() =

()2, where () = ¡1++
¡2+(¡2+) is the entrant’s equilibrium output. The

outside option of the entrant is ¦(). In the third stage, the merged …rm
chooses the contract to maximize ¦() +

¡
¦()¡¦()

¢
+ (). Notice

that the merged …rms maximize total market pro…ts, given that the outside
option of the entrant does not depend on the wholesale price. The optimal

contract is given by ¤ =
(¡2+2)

¡2+(¡4++32) and  ¤ = ¦
(¤)¡¦

().

Next, we compare the entrant’s pro…ts in the case of a merger with the two
downstream …rms, in the case of a merger with only one downstream …rm and
in the case of no merger. The following proposition states the result.

Proposition 8 If   minf1 g, the entrant’s pro…ts when the upstream
merges with the two incumbent …rms is higher than when it merges with only
one incumbent or there is no merger.

The previous lemma identi…es cases where a vertical merger with the two
incumbent downstream …rms increases the entrant’s pro…ts as compared with no
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merger and a vertical merger with only one incumbent. The following proposi-
tion identi…es when an entry-encouraging two-…rms vertical merger materializes
as an equilibrium outcome. We need both that the vertical merger increases the
entrant’s pro…ts and that it is pro…table. The following proposition validates
the result.

Proposition 9 Suppose thatmaxf¦(¤  3)¦( 2
¤
  3)g    ¦(). Then,

the upstream …rm will merge with the two incumbent downstream …rms in equi-
librium (and there will be entry) if   09 and ()    minf1 g, where
() is an increasing function of  and is de…ned in the Proof of Proposition 9
in the Appendix.

The intuition for the previous result is akin to the one in Proposition 5.
Entry-encouraging two-…rms vertical mergers tend to be pro…table when  is
high and  is low. In the former case the competition e¤ect of entry is small
and in the latter case, the market expansion e¤ect of entry is large.

Concerning the e¤ect of an entry-encouraging two-…rms vertical merger on
social welfare, it is direct to show that for the particular case of a null entry cost,
it would be always welfare-enhancing. The reason is that the sum of the market
expansion e¤ect plus the competition e¤ect of entry outweighs the negative e¤ect
in the form of a higher wholesale price charged to the entrant. Obviously, as we
increase the entry cost, we can …nd a region where social welfare decreases with
the two-…rms vertical merger.

6 Secret contracts

In this section, we show that our result that vertical integration can increase
the entrant’s pro…ts for a su¢ciently e¢cient alternative supply is robust to
the case of secret contracts (and passive beliefs).15Hunold and Schad (2023)
also extend their model to study the case of secret contracts and obtain the
same result than under observable contracts, namely, that in a Cournot setting,
vertical integration always reduces the entrant’s pro…ts. In their model with
only one incumbent downstream and one entrant, the vertically integrated …rm
can observe (and optimally react) to a possible deviation of the entrant to
source the input from the alternative supply, so the setting is equivalent to the
case of observable contracts. Adding a second downstream incumbent, however,
enriches the model because even though the integrated …rm can still observe and
react to a deviation by the entrant, …rm 2 cannot observe the entrant’s behavior
and so it does not react to any deviation. This adds an interesting trade-o¤
that leads, as we show below, to a (large) region of parameters where vertical
integration increases the entrant’s pro…ts. This is the case when the alternative
supply is su¢ciently e¢cient, as it occurs under observable contracts too.

With vertical separation, the equilibrium wholesale prices are the ones that
maximize the bilateral pro…ts of the upstream …rm with each downstream …rm,

1 5 See Rey and Tirole (2007).
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taking into account that, as the other competitors do not observe the other
…rms’ contracts, they will stick to their equilibrium outputs. Then, the up-
stream …rm faces a situation akin to the one of a bilateral monopoly whose
joint pro…t maximization requires a wholesale price equal to marginal cost.16

Then, in equilibrium,  = 0 and each downstream …rm produces (0 0 3) (see
equation,1). Next, we calculate the outside option of downstream …rms, that
coincide with the post-entry pro…ts of the entrant, given that the upstream
…rm o¤ers take-it or leave-it supply contracts. The outside option amounts to
the pro…ts a downstream …rm can obtain by using the alternative supply, taking
into account that the other competitors do not observe the acceptance/rejection
decisions and, therefore, they cannot condition their strategy on this event and
stick to the equilibrium outputs. Let  ( ¡) =  = 1 ¡  ¡ ¡ where
¡ =

P
 6=  be the inverse demand function of downstream …rm  as it was

de…ned in Section 2. Then, the outside option amounts to:


 ( ( 2(0 0 3))¡ )  =

(¡1 + (1 + ))2

4(1 + )2
 (2)

The case of vertical integration is more involved. As before, the independent
downstream …rms do not observe either the other …rm’s contract nor its accep-
tance/rejection decision. However, the integrated …rm do observe all of them.
It is common knowledge that the integrated …rm operates at zero marginal cost.
The equilibrium wholesale prices must again maximize the bilateral pro…ts of
the integrated …rm and each independent downstream …rm, given that the re-
maining …rm sticks to the equilibrium output. But in this case, the integrated
…rm reacts optimally to changes in the contract. Suppose that …rm 3 produces
in equilibrium 3. Then, if …rm 2 accepts a contract with a wholesale price ,
the outputs of the integrated …rm and …rm 2 (for a given 3) are the following:

1( 3) =
2+(¡1+(¡2+)3+)

4¡2 and 2( 3) =
(¡2+)(¡1+3)¡2

4¡2 .
The next step is to …nd the contract that maximizes the bilateral pro…ts of

the integrated …rm and …rm 2 as follows:

 [(1¡1( 3)¡2( 3)¡3)1( 3)+(1¡ 2( 3)¡1( 3)¡

3)2( 3)]
We obtain the following optimal wholesale price:

(3) =
(¡2+)2(¡1+3)

¡8+62 . Given that the contract will be symmetric in equi-
librium, the independent downstream …rms will produce the same output and,

therefore, we can write: 2((3) 3) = 3, leading to ¤2 = ¤3 =
2(¡1+)

¡4+(¡2+5) .

To obtain ¤1 we proceed by computing 1((¤3) 
¤
3) =

¡4+(2+)
¡8+2(¡2+5) . Note that

(¤3) =
(¡2+)2

8¡2(¡2+5) , is the optimal wholesale price (and the previous expres-

sions represent the equilibrium outputs) only when it is lower than  Then, we
can write the equilibrium wholesale price as:

¤ =

(
(¡2+)2

8¡2(¡2+5) if
(¡2+)2

8¡2(¡2+5)  

 otherwise


1 6 This result is standard (Rey and Tirole, 2007).
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Let us study …rst the unrestricted case ¤ = (¡2+)2

8¡2(¡2+5) . We need to com-

pute the outside option of downstream …rm 2, the pro…ts it can obtain, deviating
from the equilibrium and sourcing the input from the alternative supply. Firm
3 does not observe this decisions so it will stick to its equilibrium output. How-
ever, the integrated …rm does observe it and will react optimally. Then, the
output of the integrated …rm will be 1( 

¤
3) and the outside option of …rm 2

will amount to:


 ( ( 1( 

¤
3) + ¤3)¡ )  =

((¡2 + )(¡4 + 32) + 2(¡4 + (¡2 + 5)))2

(¡2 + )2(2 + )2(¡4 + (¡2 + 5))2


(3)
In the restricted case, ¤ = , so that the pro…ts of …rm 2 can be written

(to make them comparable with the previous pro…t expressions):


 ( ( (0 23) + 3( 3)¡ )  =

µ
2¡  ¡ 2

2(2¡ )(1 + )

¶2
= ¦( 3) (4)

To see whether vertical integration increases the entrant’s post-entry pro…ts

we need to compare (3) with (2) for (¡2+)2

8¡2(¡2+5)
  and (4) with (2) for lower

values of . From the way pro…ts are written, it is easy to see that we have just
to compare the total output sold by the two downstream incumbents in both
the scenarios of vertical integration and vertical separation in the event that
the entrant sources the input from the alternative supply. The higher this joint
output, the lower the entrant’s pro…ts. With vertical separation, it amounts
to 2(0 0 3) = 1

1+ . With vertical integration, it depends on whether the
integrated …rm sets the unrestricted wholesale price or is restricted to set ¤ = .
In the former case, the sum of the outputs produced by competitors amount

to 1( 
¤
3) + ¤3 =

16+4(¡3+)+2(¡4+)2¡5(¡1+)3

(¡4+2)(¡4+(¡2+5)) and, in the latter case, to

(0 2 3) + 3(  3) =
¡2++(1¡)
(¡2+)(1+) . The following proposition formalizes the

result of the comparison.

Proposition 10 Vertical integration increases the entrant’s post-entry pro…ts

under secret contracts (and passive beliefs) if   minf (¡2+)2

(1+)(4¡(¡2+5))  

g

and reduces the entrant’s pro…ts otherwise.

Proposition 10 shows that the e¤ect of vertical integration on the entrant’s
post-entry pro…ts under secret contracts is qualitatively similar to the one under
observable contracts. Nevertheless, the intuition that explains the result is dif-
ferent. The result is based on the comparison between the sum of the outputs
of …rms 1 and 2 under vertical integration and vertical separation when the
entrant sources the input from the alternative supply. The comparison is more
clear in the case in which the wholesale price in the integrated case is restricted
to be ¤ = . Suppose we start from the limit case  = 0, when the incumbent
…rms’ outputs are the same in both scenarios. As we increase , however, …rm
1 produces more under vertical integration than under vertical separation, due
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to an indirect e¤ect: it faces more ine¢cient …rms 2 and 3 (the latter …rms
have zero cost under vertical separation and cost  under vertical integration).
Regarding …rm 2, its output decreases under vertical integration due to a direct
e¤ect: the integrated …rm optimally raises …rm 2’s cost through the wholesale
price it charges to this …rm. Proposition 10 shows that the direct e¤ect always
dominates the indirect one, leading to the result. In the unrestricted case we
have that, even though …rm 2’s output is lower under vertical integration, …rm
1’s output is increasing in , as this …rm observes and optimally reacts to the
entrant’s deviation towards the alternative supply. This explains that for suf-
…ciently high values of  the sign of the comparison is reversed and vertical
integration reduces the entrant’s post-entry pro…ts.

7 The case of price competition

In this section, we extend the benchmark model to study whether the results
obtained in a Cournot setting are robust to the case of downstream price com-
petition. We will start by analyzing whether vertical integration can increase
the entrant’s pro…ts in the new setting. Under vertical separation, in the last
stage of the game, each downstream …rm maximizes:


 ¦(  ) = f( ¡ )(   )g

where  denotes the marginal cost of …rm  and can be  =  if …rm  accepts
the supply contract and  =  if it rejects the supply contract and sources
the input from the alternative supply. The term (  ) denotes the direct
demand functions and they are given by:

(   ) =
1

1 + 2
¡

(1 + )
(1¡ )(1 + 2)

¡
( + )

(1¡ )(1 + 2)

   = 1 2 3,  6=  6= .

Solving for the system of the three …rst order conditions ¦()


= 0, we
obtain the equilibrium prices:

¤ (  ) =

2(1 +) + 2(¡3 +
3X

=1

) + (1 + 3 +  +)

4 + 6


The equilibrium pro…ts are given by:

¦¤ (  ) =

(1 + )(2¡  + (1 +  +  ¡ 3) + 2(¡3 +
3X

=1

))
2

4(1¡ )(1 + 2)(2 + 3)2


In the third stage of the game, the upstream …rm chooses the contract (  )
to maximize (taking into account that the upstream …rm …nds optimal to sell the
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input to the three independent downstream …rms17 and that the participation
constraint is binding):


 f3(() + ¦

¤
 ( )¡¦

¤
 ())g

 0 ·  · 

This leads to the following optimal contract18 :

¤ =

(
((¡1+)(2+3)+2(1+)(¡2+(¡3+)))

(1+)(¡4+(¡8+(¡1+5))) if  ¸ 2

2+3+2

 otherwise
;

¤ = ¦¤ (
¤
  

¤
  

¤
)¡¦

¤
 ( 

¤
  

¤
)

Notice that the outside option of the entrant is given by ¦¤3( 
¤
  

¤
). In

order to guarantee non-negative outputs, we need to impose the constraint that

 ·  =
(¡1+)(2+3)
¡2+(¡3+) . This constraint guarantees that in the worst possible

case for any …rm (speci…cally, facing two rivals with zero marginal costs when
it has a marginal cost equal to ) its output is non-negative, for example, that
3(

¤
3(0 0) 

¤
1(0 0 ) 

¤
2(0 0 ) ¸ 0.
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Under vertical integration, each independent downstream …rm maximizes in
the last stage of the game:


 f( ¡ )(   )g,   = 2 3,  6= ,

where  denotes the marginal cost of …rm  and can be  =  if …rm  accepts
the supply contract and  =  if it rejects the supply contract and sources the
input from the alternative supply. The integrated …rm maximizes its market
pro…ts plus its input revenues. We must distinguish two cases:

(i) When both independent downstream …rms accept the contract, the inte-
grated …rm maximizes:


1 f11(1 2 3) + 2(2 1 3) +3(3 1 2)

In this case, solving for the system of the three …rst order conditions, we
obtain the equilibrium prices:

¤1() =
2 +  + 6 + 2(¡3 + 4)

4 + 6
;

¤2() = ¤3() =
2(1 + ) + (1¡ 3 + 4(1 + ))

4 + 6


1 7 It is tedious but straightforward to show that it is always optimal for the upstream …rm
to sell the input to all downstream …rms.

1 8 Note that ( ) = (
¤
 ( ) 

¤
 ( ) 

¤
( )).

1 9 Note that the same constraint also guarantees that outputs are non-negative under vertical
integration, which we analyze below.
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The equilibrium pro…ts are given by:

¦¤1() =
1¡ 2

4 + 8
+
(2 + (2 + ))

2 + 3
¡
(4 + (2 + )(5 + 2))2

((2 + 3)2
;

¦¤2() = ¦¤3() =
(1¡ 2)(2 + 3 ¡ 2 ¡ 4)2

4(1 + 2)(2 + 3)2


(ii) When one downstream …rms accepts the contract (let’s say …rm 2) and
the other …rm rejects it, the integrated …rm maximizes:


1 f11(1 2 3) +2(2 1 3)g

In this case, solving for the system of the three …rst order conditions, we
obtain the equilibrium prices:

¤1 =
2 + 2(¡3 + + 2) + (1 + ¡ 3)

4 + 6
;

¤2 =
2(1 +) + 2(¡3 + + 2) + (1 + ¡ 3)

4 + 6
;

¤3 =
2 + (1 + )(2 + ) + (1 +  + (¡3 + 2))

4 + 6


And the pro…ts obtained by the …rm rejecting the contract (…rm 3) are given
by:

¦¤3( ) =
(1 + )(2 + (¡2 + (¡3 + )) + (1 + + (¡3 + 2)))2

4(1¡ )(1 + 2)(2 + 3)2


In the third stage, the upstream …rm chooses the contract (  ) to maximize
(taking into account that it sells the input to the two independent downstream
…rms20 and that the participation constraint is binding):


 f¦¤1() +2() +3() +

+(¦¤2()¡¦
¤
2( )) + (¦

¤
3()¡¦

¤
3( ))g

 0 ·  · 

With some abuse of notation21 , we have used ¦¤2( ) in the above maxi-
mization program, which has not been explicitly de…ned. However, it is intuitive

2 0 It is tedious but straightforward to show that it is always optimal for the integrated …rm
to sell the input to all downstream …rms.

2 1 Note that 1() = (() () ()).
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that ¦¤2 () = ¦
¤
3 () by symmetry. This leads to the following optimal

contract:

¤ =

(
((¡1+)(1+2)(2+3)+(1+)(¡2+(¡3+)))

¡4+(1+)(¡8+(¡3+10)) if  ¸
(¡1+)(1+2)(2+3)
¡4+3(1+)(¡2+32)

 otherwise

 ¤ = ¦¤3(
¤
 )¡¦

¤
3 (

¤
 )

The outside option of the entrant is given by ¦¤3( 
¤
 ). It can be seen that

it is always positive.
The next step is to compare the entrant’s pro…ts with both vertical separa-

tion and vertical integration, namely, to sign ¦¤3( 
¤
  

¤
)¡¦

¤
3( 

¤
 ). The

following proposition formalizes the result. Both the fact that we have ¤ ¸ ¤
(with strict inequality if the separated …rm is unconstrained) and the collusive
e¤ect that arises with vertical integration explain that the previous expression
may be negative. This possibility is validated in the following proposition.

Proposition 11 Vertical integration increases the entrant’s post-entry pro…ts
i¤   066 and  2 (2  


4 )where 2 and 4 are de…ned in the Proof of

Proposition 11 in the Appendix.

As we can see in Proposition 11, vertical integration increases the entrant’s
pro…ts only for intermediate values of . Interestingly, this is di¤erent to what
we obtained under Cournot competition, where vertical integration increases the
entrant’s pro…ts for low values of . The reason is that in the Bertrand model,
competition is so intense that, even with vertical separation, the upstream …rm
has incentives to set large wholesale prices. This implies that for low values of
, with both vertical integration and vertical separation, the upstream is con-
strained to set a wholesale price equal to . In this case, with vertical separation
the entrant faces two rivals with costs , whereas with vertical integration, it
faces a rival with cost  and the integrated …rm with cost zero. Therefore, for
low values of , vertical integration reduces the entrant’s pro…ts under Bertrand
competition.

For larger values of , the separated …rm is unconstrained, and the integrated
…rm is still constrained so, in this case, the integrated …rm charges a higher
wholesale price. For even larger values of c, both …rms are unconstrained, but
it is still true that the wholesale price set by the integrated …rm is higher. This
anticompetitive e¤ect of vertical integration (that will increase the entrant’s
pro…t) should be contrasted with the competitive e¤ect (that tends to reduce
the entrant’s pro…ts) of vertical integration coming from the fact the integrated
…rm produces at zero cost. The above proposition states that the former e¤ect
dominates the latter for intermediate values of .

In what follows, we divide the analysis into two separate subsections as we
did in the Cournot model. In the …rst one, we will focus on the case in which
a vertical merger reduces the entrant’s pro…ts with the aim to determine the
region in which entry-deterrent vertical integration is pro…table and occurs in
equilibrium. A welfare analysis will close this subsection. In the second, we
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will study the case in which a vertical merger increases the entrant’s pro…ts to
determine the region in which pro…table entry-encouraging vertical integration
occurs in equilibrium as well as its welfare consequences.

7.1 A vertical merger reduces the entrant’s pro…ts

The …rst step in the analysis is to look at the pro…tability of entry-deterrent
vertical integration, which is formalized in the following proposition.

Proposition 12 Suppose that ¦¤3( 
¤
 )    ¦¤3(

¤
  

¤
), so that vertical

integration deters entry. Then, vertical integration is pro…table if either 0 

  066 and   b or   066 where b =
© 1 when ·065

2 when 065·066

It is intuitive that entry-deterrent VI tends to be pro…table when (i) the
market expansion e¤ect of entry would be small (which occurs when  is high)
and so the integrated …rm does not lose too much by deterring entry and (ii)
the competition e¤ect of entry would be large (which occurs when  is low, so
that the entrant obtains a relatively large part of the overall rents) and when
 is high, so that the entrant would face intense competition upon entry. The
above proposition formalizes this intuition.

We aim to identify cases where entry-deterrent vertical integration is an
equilibrium outcome. This requires combining the results of the two previous
Propositions. Proposition 11 shows that when  is either su¢ciently high or suf-
…ciently low, the entrant would obtain less pro…ts with vertical integration than
with vertical separation. So, in those cases, there exist (intermediate) values
of the entry cost, speci…cally ¦¤3( 

¤
 )    ¦¤3( 

¤
  

¤
), such that entry

only occurs with vertical separation and, therefore, vertical integration would
result in market foreclosure. Proposition 12 tells us that entry-deterrent verti-
cal integration is pro…table when  is su¢ciently low. The following proposition
formalizes the previous discussion.

Proposition 13 If  2 (0 06] and  2 (0 2 ] or if  2 (06 066] and  2
(0 2 ] or  2 (4 minfb

  g) and if  2 (066 1) and  2 (0 ) entry-
deterrent vertical integration is pro…table and will occur in equilibrium.

For  · 0 6, entry deterrent vertical integration occurs in equilibrium only
for low enough values of  ( · 2 ) because, in that interval of , we have
2  b  4 and then, for high values of  (  4 ), the vertical merger
reduces the entrant’s pro…ts but it is unpro…table. When  2 (060 066] entry-
deterrent vertical integration occurs both for su¢ciently low values of c ( · 2 )
and for su¢ciently high values of  (4    minfb  g), because 2  4 
minfb  g holds. Finally, when   0 66, all mergers satisfying the constraint
 ·  reduce the entrant’s pro…ts and are pro…table.

Regarding the welfare implications of entry-deterrent vertical integration
under Bertrand competition, we must compare social welfare with vertical inte-
gration and two …rms and social welfare with vertical separation and three …rms.
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Assume for a moment that the entry cost is equal to zero and suppose that we
have entry with vertical integration and no entry with vertical separation, just
for the sake of the argument. In this case, social welfare should be higher under
vertical separation. Note that, in this case, vertical integration has no positive
e¤ect on welfare: it eliminates one good plus one …rm and the integrated …rm
sets higher wholesale prices than with vertical separation.

When the entry cost is positive, however, deterring entry has at least the
positive e¤ect of saving on the entry cost, which could reverse the sign of the
welfare comparison. For su¢ciently high values of entry costs (among the feasi-
ble ones), entry-deterrent vertical integration becomes welfare enhancing. This
occurs in the region of high values of  and low values of , where the negative
e¤ects of entry-deterrent vertical integration are mitigated. Speci…cally, high
values of  reduce the negative market expansion e¤ect of deterring entry and
low values of  restrict the capacity of the integrated …rm to set high wholesale
prices.

7.2 A vertical merger increases the entrant’s pro…ts

First, we study pro…tability of entry-encouraging vertical integration, which is
validated in the following proposition.

Proposition 14 Suppose that ¦¤3( 
¤
  

¤
)    ¦¤3 (

¤
 ) hold, such that

vertical integration encourages entry. Then, vertical integration is pro…table i¤
  086 and  2 [e ] where e =

©
2 if 008250

2if 0825008664

Inducing entry through vertical integration tends to be pro…table when (i)
the positive market expansion e¤ect of opening a new market is large (which
occurs as the goods are more di¤erentiated) and (ii) the negative competition
e¤ect of entry is small (which occurs when the alternative supply is su¢ciently
ine¢cient. When  is high, the outside option of the independent downstream
…rms is low, which provides the integrated …rm with additional incentives to
increase the wholesale price with the aim to reduce market competition. So,
ceteris paribus, higher values of  lead to higher pro…ts of the integrated …rm.
As the goods become closer substitutes, entry increases more the level of com-
petition and reduces the market expansion e¤ect. Both e¤ects lead to a less
pro…table vertical merger.

Combining Propositions 11 and 14 we identify, in the following proposition,
the conditions under which entry-encouraging vertical integration is an equilib-
rium outcome of the game.

Proposition 15 Entry-encouraging vertical integration is pro…table and will
occur in equilibrium if   046 and  2 [2 4 ] or if 046    066 and
 2 [2 minf


4  


g].

Proposition 15 shows that for su¢ciently high values of  all vertical mergers
that increase the entrant’s pro…ts are pro…table. However, for low values of 
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we may have that some vertical mergers that increase the entrant’s pro…ts are
not pro…table. They are pro…table only for su¢ciently high values of .

Regarding the social welfare consequences of entry-encouraging vertical in-
tegration, the intuition is very similar to the one in the Cournot setting.

We have to compare social welfare with vertical integration and three …rms
and social welfare with vertical separation and two …rms. It can be seen that
even for large (feasible) entry costs   ¦¤3( 

¤
 ), we still …nd a signi…cantly

large region of parameters in which entry-encouraging vertical integration en-
hances social welfare. This occurs for low values of  and . Note that low
values of  prevent the integrated …rm from charging too high wholesale prices
and also imply a large competition e¤ect of entry, while low values of  increase
the market expansion e¤ect of the introduction of a new good. On the other
hand, as the entry cost  reduces, the region where a vertical merger enhances
welfare increases.

8 Conclusions

Hunold and Schad (2023) show that in the particular case of two downstream
…rms (one incumbent and one entrant) vertical integration reduces the entrant’s
post-entry pro…ts. This is intuitive because with vertical integration the entrant
faces an (integrated) rival with zero marginal cost, whereas under vertical sepa-
ration, it faces a rival with a positive marginal cost (equal to the optimal whole-
sale price charged by the independent upstream …rm, assuming that below-cost
pricing is not allowed by the antitrust authorities).

In the present paper, we show that if we increase the number of downstream
incumbents to at least two, vertical integration may increase the entrant’s post-
entry pro…ts, which opens the door to the existence of entry-encouraging vertical
integration. The key di¤erence is that with more than one incumbent, the en-
trant’s post-entry pro…ts under vertical integration do depend on the wholesale
price set by the integrated …rm. This increases the entrant’s pro…ts because the
optimal wholesale price set by the integrated …rm is larger than the one set by
the independent upstream …rm. Notice that the integrated …rm obtains revenues
not only from input sales, but also from selling the …nal good in the market.
Therefore, it is more interested in controlling the level of market competition
and follows a raising rivals’s cost strategy. We …nd a large region of para-
meters where entry-encouraging vertical integration occurs in equilibrium and
show that most of the time it is welfare enhancing. We also analyze the region
of parameters where vertical integration is entry-deterrent. We check that the
region where we have pro…table entry-deterrent vertically integration in equi-
librium is signi…cantly smaller than in Hunold and Schad (2023). We may then
conclude that increasing the number of downstream competitors should reduce
the concern of the antitrust authorities about the foreclosure e¤ect of vertical
integration as an entry-deterrent mechanism.

We …nd also that our main result that vertical integration can induce entry
in a downstream market is robust to a number of extensions. In particular, we
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have extended the result to the case of a general number of incumbents and one
entrant, to the case in which the upstream …rm may choose whether to acquire
one or the two incumbent downstream …rms, to secret contracts and, …nally, to
the case of Bertrand downstream competition.

9 Appendix

Proof of Proposition 1

Proof. For 0   ·  we have ¤ = 0 and ¤ = , where  =
(2¡)
4+6

. In this
case, the comparison between the entrant’s pro…ts under vertical separation and
under vertical integration reduces to sign ¦(0 3)¡¦(  3), which is negative.

For    · minf  

g we have ¤ = 0 and ¤ =

(2¡3+2+(2+))
4¡(¡4+5)

,

where  = (2¡)
2(2+) . In this case, the comparison reduces to sign ¦(0 3) ¡

¦( (2¡3+
2+(2+))

4¡(¡4+5)  3), which is negative, given that (2¡3+2+(2+))
4¡(¡4+5)  0

For    · , we have¤ =
((¡2+)+2(2+))
4+(4+(¡3+2)) and¤ =

(2¡3+2+(2+))
4¡(¡4+5) .

In this case, the comparison reduces to sign ¦( 2(((¡2+)+2(2+))
4+(4+(¡3+2))

) 3) ¡

¦( (2¡3+
2+(2+))

4¡(¡4+5)  3), which is a concave function of , with two roots, 1
and 2 . For  2 (0 09339), we have   1    2 . This implies
that vertical integration increases the entrant’s pro…ts i¤  2 (  


1 ], where 1

= (¡2+)(1+)(¡2+(¡1+2))
12¡(¡12+(17+2)) . For  2 (09339 1), we have     1  2 ,

which implies that the di¤erence is negative in the entire interval (  

).

Proposition 1 results from a straightforward exercise of merging the three
regions we have just described.

Proof of Proposition 2:

Proof.  =

¡(((¡2 + )(64¡ 128 + (192¡ 576 + (192¡ 800 + (112¡
¡208 + (4(5 + 42 + (¡12(7 + 13) + (¡2(17 + 75) + (¡9+

+73 + (¡22 + 24 + (¡19 + 4(1 + ))))))))))))
(128+(512+(576+(64+(¡264+(¡240+(¡80+(¡56+(¡41+4(4+))))))))))

with  =
q

¡256+2(384+2(48+(¡288+(96+(72+(¡132+(80+(¡13++22))))))))
(¡4+32)(16+32¡123+74+526)2

.

For 0   ·  , ¤ = 0 and ¤2 =  (notice that ¤2 denotes the op-
timal wholesale under entry deterrent vertical integration, namely, we only
have 2 active downstream …rms). The di¤erence between the pro…ts of in-
tegrated …rm and the sum of the pro…ts of the independent upstream …rms
plus the pro…ts of downstream …rm 1 under vertical separation can be written:
(¦(0 2) + ( 0 2)))¡ 3¦(0 0 3)¡ 2¦( 0 3) =

= (¡2+)2(4¡3)+222(14+(20+7))+4(¡2+)(4+(2+(¡1++2)))
4(¡4¡4+2)2

 0. This

result is based on the fact that the previous expression is a convex function of
 with two roots, and the lowest of the roots is higher than  .

For    · 2, ¤ = ((¡2+)+2(2+))
4+(4+(¡3+2))

and ¤2 = , where 2 =
(2¡)2

2(4¡32) . The di¤erence between the pro…ts of integrated …rm and the sum of
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the pro…ts of the independent upstream …rms plus the pro…ts of downstream
…rm 1 under vertical separation can be written:
(¦(0  2) + ( 0 2)))¡
¡ 3 (¦(¤  2

¤
  3)¡¦(2

¤
  3) + ¤(

¤
  2

¤
  3))¡¦( 2

¤
  3) =

=

¡(¡2 + )2(¡64 + (¡176 + (¡128 + (¡24 + (¡12 + (13+
+(16 + (¡1 + 6)))))))) + 222(96 + (384 + (160 + (¡432+

+(¡114 + (156 + (¡43 + 4(¡2 + 7)))))))) + 4(¡2 + )(64 + (160+
+(80 + (32 + (76 + (¡78 + (¡93 + (11 + (¡9 + 4(¡3 + ))))))))))

4(16+32¡123+74+5¡26)2 

0 This result is based on the fact that the di¤erence is a convex function of 
with two roots and the lowest of the roots is higher than 2.

For 2   · , ¤ =
((¡2+)+2(2+))
4+(4+(¡3+2)) and ¤2 =

(2¡)2

2(4¡32) .

The di¤erence between the pro…ts of integrated …rm and the sum of the
pro…ts of the independent upstream …rms plus the pro…ts of downstream …rm 1
under vertical separation can be written:
(¦(0 ¤2 2) + ¦(

¤
2 0 2)¡¦(0 2) +¤2(

¤
2 0 2)))¡

¡ 3 (¦(¤  2
¤
  3)¡¦(2

¤
  3) + ¤(

¤
  2

¤
  3))¡¦( 2

¤
  3) =

=

¡2(¡2 + )(¡4 + 32)(¡64 + (¡192 + (¡192 + (¡112 + (¡20 + (84+
+(34 + (9 + 22))))))))¡¡(2 + )2(128 + (384 + (256 + (¡192+
+(¡264 + (¡40 + (12 + (¡28 + (1 + 2)(9 + (¡1 + ))))))))))+

+2(¡4 + 32(128 + (512 + (576 + (64 + (¡264+
+(¡240 + (¡80 + (¡56 + (¡41 + 4(4 + ))))))))))

2(¡4+32)(16+32¡123+74+5¡26)2 .

For   08893, this di¤erence is positive in the entire interval. For   08893,
the di¤erence is positive (negative) if   ()  . This result is based on the
fact that the di¤erence is a convex function of  with two roots, the lowest of
the roots ( ) belongs to the interval (2 


) and the highest of the roots is

higher than .
Proof of Proposition 4

Proof. We have to study the welfare consequences of entry-deterrent vertical
integration only in the region where it occurs in equilibrium, as Proposition 3
describes. Notice that vertical integration is entry-deterrent when ¦(¤  3) 
  ¦(2¤  3). In order to prove that welfare is always higher under vertical
separation we have to compute as the entry cost the highest possible value in the
previous interval, that is ¦(2¤  3). If social welfare is higher for this value of
the entry cost, we know that it will be also higher for any smaller value. In this
region, we have that both under vertical integration and vertical separation, the
upstream …rms sets the unrestricted royalty. This means that we have to sign
the following expression:

((0 ¤2 2) (
¤
2 0 2))¡(((

¤
  2

¤
  3) (

¤
  2

¤
  3) (

¤
  2

¤
  3))¡

¦(2¤  3)) =

=

(32 + 2(2 + )(¡4 + 32)(¡8 + (2 + (¡2 + ))(¡4 + 3 + 62))+
+2(2 + )2(1 + 2)(¡4 + 32)(4 + (4 + (¡1 + 2))) + (32 + (¡16+
+(80 + (2 + (¡130 + (56 + (41 + (¡45 + (11 + 2))))))))))

4(¡4+32)(4+(8+¡2+23))2


0. For 081    090, the result is based on the fact that this a convex function
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of  with two roots 1 and 2, such that 1  1    2 which implies that
the function is negative in the entire interval. For 090    093, the result
is based on the fact that this a convex function of  with two roots 1 and 2,
such that 1  ¤2    2 which implies that the function is negative in the
entire interval.

Proof of Proposition 5
Proof. We have to compare the pro…ts of the integrated …rm when there are
3 …rms downstream (entry has taken place) with the sum of the pro…ts of the
upstream …rm and downstream …rm 1, when there are only two downstream
…rms in the market. For 0     , we have that the integrated …rm is
constrained to set a wholesale price equal to  and the unintegrated upstream
…rms is constrained to set a wholesale price equal to 0. The di¤erence between
the pro…ts of the integrated …rms and the sum of the pro…ts of the upstream …rm
and downstream …rm 1 can be written as: ¦(0 2 3)+2(  3)¡2(¦(0 0 2)¡
¦(0 2))¡¦( 0 2) =

= (¡(¡2+)2(4¡3)+4(8+(12+(¡4¡6+3)))+42(¡12+(¡16+(4+(10+3)))))
4(¡4¡4+2+3)2

. This

is a concave function of  with two roots 1 and 2 such that   1  2,
which implies that the function is negative in the entire interval (0  ]. For
     , we have that the integrated …rm is unconstrained and sets a

wholesale price equal to ¤ =
(2¡3+2+(2+))

4¡(¡4+5)
and the unintegrated upstream

…rms is constrained to set a wholesale price equal to 0. The di¤erence between
the pro…ts of the integrated …rms and the sum of the pro…ts of the upstream
…rm and downstream …rm 1 can be written as: ¦(0 2¤  3)+2(

¤
( 2

¤
  3)+

¦(¤  
¤
  3)¡¦( 

¤
  3))¡ 2(¦(0 0 2)¡¦( 0 2))¡¦(0 2) =

=

¡(((¡2 + )2(¡16 + (¡20 + 2(9 + 2(2 + )))) + 42(4+
+(4 + 3))(¡4 + (¡8 + (2 + (6 + )))) + 4(¡2 + )
(¡16 + (¡32 + (2 + (2 + ))(¡6 + (8 + )))))

(4(¡2+)2(1+)2(2+)2(¡4+(¡4+5))))
. This is

a concave function of  with two roots 1 and e , such that   e    1,
which implies the function is negative for     e and positive for e   

 , where e =

¡(((¡2 + )(¡16 + 32+ (16(¡2 + 7) + (¡12 + 96+
+(4¡ 48+ (12¡ 90+ (10 +  ¡ 15+ 16+ 52)))))))

2(4+(4+3))(¡4+(¡8+(2+(6+)))))

and  =
q
¡
64+2(¡32+(¡32+(¡4+(24+(6+(6+))))))

(2+)4(2+¡2)2(¡4+(¡4+5)) . For     , we

have that the integrated …rm is unconstrained and sets a wholesale price equal to

¤ =
(2¡3+2+(2+))

4¡(¡4+5) and the unintegrated upstream …rms is unconstrained

and sets a wholesale price equal ¤2 =
(4+(¡2+))
2(4¡22+3) . The di¤erence between

the pro…ts of the integrated …rms and the the sum of the pro…ts of the upstream
…rm and downstream …rm 1 can be written as: ¦(0 2¤  3)+2(

¤
( 2

¤
  3)+

¦(¤  
¤
  3)¡¦( 

¤
  3))¡ 2(¦(

¤
2 

¤
2 2)¡¦( 

¤
2 2))¡¦(

¤
2 2) =
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=

¡(((¡2 + )2(¡256 + (¡320 + (320 + (496+
+(¡176 + (¡348 + (60 + (129 + 2(¡10+

+(¡11 + (3 + ))))))))))) + 42(¡256 + (¡768+
+(¡320 + (768 + (656 + (¡240+
(¡428 + (72 + (216 + (¡8 + 3(2+

+(6 + ))))))))))) + 4(¡2 + )(256 + (¡512+
+(128 + (608 + (48 + (¡288 + (¡104+

+(74 + (74 + (¡14 + (¡14 + (6 + )))))))))))))
(4(¡2+)2(1+)2(2+)2(4+(¡2+)2)2(¡4+(¡4+5))))

. This is a con-

cave function of  with two roots 1 and 2, such that 0  2      1,
which that the function is positive in the entire interval (  


).

Proof of Proposition 7
Proof.

() =

¡(((¡2 + )(¡8(¡2 + )¡ 22(¡2 + )3 + 4(¡2 + )(¡1 + )2+
+3(¡1 + )(¡1 + 2)¡ 4(7 + (¡7 + 2))))

(2(2 + (¡2 + ))(12 + 3(¡2 + )2(¡1 + )¡ 8¡
¡4(¡2 + )(¡3 + 2)¡ 2(¡17 + (¡9 + )(¡3 + )))))

If  ¸ 2 , the pro…ts of the entrant are zero both with vertical integration
and vertical separation. If 2 ·   2 , the pro…ts of the entrant are positive
with vertical separation and zero with vertical integration. If 1 ·   2 , the
optimal wholesale prices with both vertical integration and vertical separation
are the unrestricted ones (namely, they are lower than ) and the corresponding
pro…t comparison between the entrant’s pro…ts under vertical separation and
under vertical integration leads to:

(¡2+)2(4¡2(2+(¡2))(1+(¡1))+(¡6+(¡3)(¡1)+4))2

4(2+(¡1))2(4+(4(¡2)+(6+(¡1)+(¡6))))2  ()

 ()
(¡2+¡

2(¡4+(8+3(¡1+)¡4))(2+(¡2+))+2(¡2+)(¡2+(¡1+))(¡2+)

2(4+4(¡2+)+2(7+(¡7+)))
)2

(¡2+)2(2+(¡1)µ)
2 if  

() ().
If   2

¡1
and 1 ·   1 the optimal royalty with vertical integration

is the unrestricted one while it is zero with vertical separation. It is easy to
conclude that, in this region, the pro…ts of the entrant are higher with vertical
integration than with vertical separation. The reason is that whereas with both
vertical separation and vertical integration the entrant faces an equally e¢cient
downstream …rm 1 with a marginal cost equal to 0, with vertical integration
the entrant faces a more e¢cient n-2 independent downstream …rms than un-
der vertical separation. Speci…cally, with vertical integration, the independent
downstream …rms have a marginal cost equal to ¤  0 while it has cost 0
with vertical separation. If   2

¡1 and 0 ·   1 the optimal royalty
with vertical integration is equal to  while it is zero with vertical separation.
This implies that the entrant’s pro…ts are higher under vertical integration than
under vertical separation.

If   2
¡1 and 0 ·   1 , the optimal royalty with vertical integration

is the unrestricted one (and positive) while it is zero with vertical separation.
It is direct to see that, in this region, the pro…ts of the entrant are higher with
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vertical integration than with vertical separation. If   2
¡1 and 0 ·   0 ,

the wholesale prices with both vertical integration and separation are equal to
zero. In this case, both pro…ts coincide.

Proof of Proposition 8
Proof. We start by comparing the entrant’s pro…ts when the upstream …rm
merges with the two incumbent downstream …rms and when it merges with only
one of them. This means to sign ¦()¡¦( ¤  3),

where ¤ =

(
(2¡3+2+(2+))

4¡(¡4+5) if  
(2¡)
4+6 = 

 otherwise
.

In both the cases of restricted and unrestricted optimal wholesale price, we
have that the di¤erence is a convex function with two roots, which are higher
than . This implies that ¦()¡¦( ¤  3)  0, for  2 [0 ].

Next we compare the entrant’s pro…ts when the upstream …rm merges with
the two incumbent downstream …rms and when there is no merger. This means

to sign¦()¡¦( 2¤  3), where ¤ =

(
((¡2+)+2(2+))
4+(4+(¡3+2))

if   (2¡)
2(2+)

= 
0 otherwise

.

When    , the di¤erence is a concave function of , with two roots, one
is negative and the other is positive and higher than  , which implies that
¦()¡¦(2¤  3)  0 for  2 [0  ]. When    , the di¤erence is a convex
function of , with two positive roots. If   069, we have that the two roots
are higher than , which implies that ¦()¡¦(2¤  3)  0 for  2 [  

].
If   069, the lowest root 1 is lower than  and the highest root higher than

, where 1 =
4+(8+)

8+(14+(5+2)) . This implies that ¦()¡¦(2¤  3)  0 for

 2 [  1] and ¦()¡¦(2¤  3)  0 for  2 [1 

].

Proof of Proposition 9
Proof. We start by comparing the pro…tability of a merger with the two in-
cumbents that induces entry and the merger with only one incumbent without

entry. The relevant cut-o¤ for this case is () =

½
2() if   076
2() otherwise

, where

2() and 2() are very cumbersome expressions of  and are available upon
request. For 0   · 2, 

¤
2 = ¤ = . The di¤erence between the prof-

its of the integrated …rm under the merger with the two incumbents and the
sum of the pro…ts of the integrated …rm under the merger with only one in-
cumbent plus the pro…ts of the independent incumbent in the latter case can
be written: ¦() + () ¡ (¦(0  2) + ( 0 2)) ¡ ¦( 0 2)  0. This re-
sult is based on the fact that the previous expression is a concave function
of  with two roots both of which are higher than 2. For 2   · ¤ ,

¤2 =
(2¡)2

2(4¡32)
and ¤ = . The di¤erence between the pro…ts of the in-

tegrated …rm under the merger with the two incumbents and the sum of the
pro…ts of the integrated …rm under the merger with only one incumbent plus
the pro…ts of the independent incumbent in the latter case can be written:
¦()+()¡(¦(0 ¤2 2)+

¤
2(

¤
2 0 2)+¦(

¤
2 0 2)¡¦(0 2))¡¦( 0 2).

For   076, the di¤erence is negative in the entire interval and for   076
the di¤erence is positive (negative) if   () 2(). The result is based on
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the fact that the di¤erence is a concave function of  with two roots and the
lowest of the roots (2())) is higher (lower) than ¤ if  is lower (higher)
than 076 and the highest of the roots is always above ¤ . For ¤   ·

minf1,g, ¤2 =
(2¡)2

2(4¡32) and ¤ = (¡2+2)
¡2+(¡4++32) . The di¤erence be-

tween the pro…ts of the integrated …rm under the merger with the two in-
cumbents and the sum of the pro…ts of the integrated …rm under the merger
with only one incumbent plus the pro…ts of the independent incumbent in
the latter case can be written: ¦(¤) +

¡
¦(¤)¡¦

()
¢
+ ¤

(¤) ¡
(¦(0 ¤2 2) +¤2(

¤
2 0 2) +¦(

¤
2 0 2)¡¦(0 2)) ¡ ¦(0 2). For  

076, the di¤erence is positive in the entire interval. For   076 the di¤erence
is positive (negative) if  is higher (lower) than 2(). The reason is based on the
fact that the di¤erence is a concave function of  with two roots. The lowest of
the roots (2()) is higher (lower) than ¤ if  is lower (higher) than 076. For
  076, the lowest of the roots is lower than ¤ and the highest of the roots
is above minf1,


g. The cut-o¤ () results from a straightforward exercise of

merging the three regions we have just described.
We continue by comparing the pro…tability of a merger with the two in-

cumbents that induces entry given that with no merger there is no entry. The

relevant cut-o¤ for this case is 0() =

½
2() if   059
2() otherwise

, where 2() and

2() are very cumbersome expressions of  and are available upon request. For
0   ·  , ¤2 = 0 and ¤ = . The di¤erence between the pro…ts of the
integrated …rm under the merger with the two incumbents and the sum of the
pro…ts of the upstream …rms and the two independent downstream …rms can
be written: ¦() + () ¡ 2(¦(0 0 2) ¡ ¦(0 2)) ¡ 2¦( 0 2)  0. This
result is based on the fact that the previous expression is a concave function
of  with two roots both of which are higher than  . For    · ¤ ,

¤2 =
(4¡¡(2¡))
2(4¡22+3)

and ¤ = . The di¤erence between the pro…ts of the

integrated …rm under the merger with the two incumbents and the sum of the
pro…ts of the upstream …rms and the two independent downstream …rms can be
written: ¦()+()¡2 (¦(¤2 

¤
2 2)¡¦(

¤
2 2) +¤2(

¤
2 

¤
2 2))¡

2¦( ¤2 2). For   059, the di¤erence is negative in the entire interval and
for   059 the di¤erence is positive (negative) if   () 2(). The result is
based on the fact that the di¤erence is a concave function of  with two roots and
the lowest of the roots (2())) is higher (lower) than ¤ if  is lower (higher)
than 059 and the highest of the roots is always above ¤ . For ¤   ·

minf1,g, 
¤
2 =

(4¡¡(2¡))
2(4¡22+3)

and ¤ =
(¡2+2)

¡2+(¡4++32)
. The di¤erence

between the pro…ts of the integrated …rm under the merger with the two incum-
bents and the sum of the pro…ts of the upstream …rms and the two independent
downstream …rms can be written: ¦(¤) +

¡
¦(¤)¡¦

()
¢
+¤

(¤)¡
2 (¦(¤2 

¤
2 2)¡¦(

¤
2 2) + ¤2(

¤
2 

¤
2 2)) ¡ 2¦( 

¤
2 2). For  

059, the di¤erence is positive in the entire interval. For   059 the di¤erence
is positive (negative) if  is higher (lower) than 2(). The reason is based
on the fact that the di¤erence is a concave function of  with two roots. The
lowest of the roots (2()) is higher (lower) than ¤ if  is lower (higher) than
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059. For   059, the lowest of the roots is lower than ¤ and the highest of
the roots is above minf1,


g. The cut-o¤ 0() results from a straightforward

exercise of merging the three regions we have just described.
The result in proposition results from the fact that ()  0() for  2 [0 1].

Proof of Proposition 10

Proof. In the restricted case, we check that ¡2++(1¡)
(¡2+)(1+) ¡

1
1+ =

(1¡)
(¡2+)(1+) 

0, which implies that, in this region, vertical integration increases the entrant’s

pro…ts. In the unrestricted case, we have to sign
16+4(¡3+)+2(¡4+)2¡5(¡1+)3

(¡4+2)(¡4+(¡2+5)) ¡

1
1+

. It is direct to see that the di¤erence is negative if  minf (¡2+)2

(1+)(4¡(¡2+5))
 g

and positive otherwise.
Proof of Proposition 11

Proof. First, we study the region where  is so low that with both verti-
cal separation and vertical integration the upstream …rm is constrained to set

 = , namely,  2 (0minf  

g], where  =

2

2+3+2 . In this region, we

have to sign ¦¤ (  ) ¡ ¦
¤
3( ). It is direct to see that this is a concave

function with two roots, the lowest one is equal to zero and the highest one,

1 =
2(¡2¡+32

¡4¡3+62
Given that 1  minf  


g, we can conclude that vertical

integration reduces the entrant’s pro…ts in the entire region.
Second, we study the region where the upstream …rm sets the unconstrained

wholesale price under vertical separation whereas it sets  =  under vertical in-
tegration. This region is de…ned by the values of  such that when   069  2

[  

 ] and when 069    088  2 [  


], where  =

(¡1+)(1+2)(2+3)
¡4+3(1+)(¡2+32) .

When   0880, we have that    and so both …rms are restricted to set
 = , the region analyzed in the previous paragraph. Observe that the opti-
mal wholesale price with vertical integration is higher than the one with vertical
separation. In this region, we have to sign ¦¤ (

¤
  

¤
) ¡¦

¤
3( ). As long

as   081 this is a convex function of  with two roots 2 and 3 where

2 = 2(¡1+)2(2+3)
¡4+(¡8+(3+2)(1+3)) and 3 = 2(¡1+)(2+3)(¡4+(¡8+(¡1+4)))

16+(52+(20+(¡67+(¡37+24)))) . If

  066, we have   2    3 . This implies that vertical integration
reduces the entrant’s pro…ts when     2 and increases the entrant’s
pro…ts when 2     . If 066    069, we have     2  3 .
This implies that vertical integration reduces the entrant’s pro…ts in the entire
interval (  


 ]. If 069    074, we have     2  3 . This im-

plies that vertical integration reduces the entrant’s pro…ts in the entire interval
(  


 ]. If 074    081, we have     3  2 . This implies that

vertical integration reduces the entrant’s pro…ts in the entire interval (  

].

If 081    088, ¦¤ (
¤
  

¤
) ¡ ¦

¤
3( ) is a concave function of  with

two roots 2 and 3 and we have 2  0      3 . This implies that
vertical integration reduces the entrant’s pro…ts in the entire interval (  ].

Lastly, we study the region where the upstream …rm sets the unconstrained
wholesale price with both vertical separation and vertical integration. This re-
gion is de…ned by the values of  2 (  


) , where    only if   069. In

32



this region, we have to sign ¦¤ ( 
¤
  

¤
)¡¦

¤
3 ( 

¤
 ), which is a concave func-

tion of with two roots 4 and 5 , where 4 =
(2+)(2+3)(¡2+(¡7+)(1+2))

(1+)(¡2+(¡3+))(12+(28+5(11+6)))

and 5 =
(2+3)(32+(128+(228+(128+(¡185+(¡231+20(1+3)))))))

(¡2+(¡3+))(¡32+(¡160+(¡364+(¡392+(¡33+(281+150))))))  If  

066 we have   4    5 . This implies that vertical integration in-
creases the entrant’s pro…ts when  2 (  


4 ]. If 066    069, we have

4      5 . This implies that vertical integration reduces the entrant’s
pro…ts in the entire region

Proposition 11 results from a straightforward exercise of merging the three
regions we have just described.

Proof of Proposition 12:
Proof. We start by solving the case of vertical integration for the case of
two downstream …rms. The direct demand functions are given by: ( ) =
1

1+ ¡


1¡2 + 


1¡2   = 1 2  6= In the market stage the integrated …rm

maximizes 1(1 2) + (2 1) and …rm 2 maximizes (2 ¡ ) (2 1).

This leads to the following equilibrium prices and pro…ts: ¤1() =
2¡¡2+3

4¡2 ,

¤2() =
2¡¡2+(2+2)

4¡2 , 1() = ¤1()(
¤
1() 

¤
2()) and 2() = (

¤
2()¡

)(¤2() 
¤
1()). Given that the participation constraint is binding and that

the integrated …rm always sells the input to …rm 2, this …rm solves: max f1()+
(¤2() 

¤
1()) + 2()¡¦2()g, where ¦2() represents the outside option

of …rm 2. The solution to this program results in ¤ = minf¤2 g, where

¤2 =
(2+)2

2(4+52)
and ¤ = 2(

¤) ¡ ¦2(). Next, we de…ne the cut-o¤ value b

that appears in Proposition 12:

b =
© 1 when ·06519

2 when 06519·06609
where

b1 and b2 are complex functions of  and are available upon request. For
all  2 (0 1) and 0    minf  


g we have that ¤ = ¤2 =  and the

di¤erence between the pro…ts of the integrated …rm and the sum of the pro…ts
of the independent upstream …rm plus the pro…ts of downstream …rm 1 under
vertical separation can be written:

1()+(
¤
2() 

¤
1())+2()¡¦2()¡ 3 ((

¤(  ) ¤(  ) ¤(  )))¡
¦¤1(  ) =
= 1

4(1+2)(¡4+2)2(¡1+2) ((¡2++2)2(¡4+(¡3+)(1+))¡ 2(¡1+

)(2 + )(8 + (12+
+(¡2+(2+)(¡11+2))))+2(¡48+(¡32+(92+(¡1+)(¡120+

(¡83+ (3+ (7 + )))))))  0. This result is based on the fact that this is a
convex function of . For 0    058 and for 072    076 it has two roots
1and 2, such that 0      1  2. which implies that the di¤erence
is positive in the entire interval (0minf  


g). For 058    072, the

function has no roots which implies that it is positive. For 07639    1, the
di¤erence is a concave function with two roots one of the is negative and the
positive one is higher than the maxf  


g, which implies that the di¤erence

is positive in the entire interval (0minf  

g).

For 0    08807 and     minf2 

g, we have that ¤ =

((¡1+)(2+3)+2(1+)(¡2+(¡3+)))
(1+)(¡4+(¡8+(¡1+5))) and ¤2 =  and the di¤erence between
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the pro…ts of the integrated …rm and the sum of the pro…ts of the independent
upstream …rms plus the pro…ts of downstream …rm 1 under vertical separation
can be written:

1() + (¤2() 
¤
1()) + 2()¡¦2()¡

¡ 3 (¤(
¤(¤  

¤
  

¤
) 

¤(¤  
¤
  

¤
) 

¤(¤  
¤
  

¤
))+

+¦1(
¤
  

¤
  

¤
)¡¦1(

¤
  

¤
))¡¦1( 

¤
  

¤
) =

=

¡(¡2 +  + 2)2(64 + (304 + (448 + (¡8+
+(¡500 + (¡197 + (180 + (47 + 6(¡4+

+))))))))) + 222(160 + (960 + (1888 + (432+
+(¡3150 + (¡3016 + (1371 + (2454 + (¡101+
+(¡652 + (23¡ 3(¡6 + )))))))))))) + 4(¡1 + )
(2 + )(¡64 + (¡288 + (¡304 + (464 + (1204+

+(526 + (¡689 + (¡700 + (8+
+(209 + 3(10 + (¡5 + ))))))))))))

4(1+2)(¡4+2)2(¡1+2)(¡4+(¡8+(¡1+5)))2

This is a concave function of  with two roots. On of them is negative
and the other one, b1 , is positive. For 0    06519, we have that 0 
  b1  2, which implies that the di¤erence is positive for    
b1 and it is negative for b1    2. For 06519    08807, we have
that b1 minf


2 


g which implies that the di¤erence is positive in the entire

interval ( minf

2 


g)Note that for   08807 the previous interval is

empty.
For 0    06626 and for 2    , we have that

¤ =
((¡1+)(2+3)+2(1+)(¡2+(¡3+)))

(1+)(¡4+(¡8+(¡1+5)))
and ¤2 =

(2 + )2

2(4 + 52)
and the

di¤erence between the pro…ts of the integrated …rm and the sum of the pro…ts
of the independent upstream …rms plus the pro…ts of downstream …rm 1 under
vertical separation can be written:

1(
¤
2) + ¤22(

¤
2(

¤
2 0) 

¤
1(0 

¤
2)) + 2(

¤
2)¡¦2()¡

¡3 (¤(
¤(¤  

¤
  

¤
) 

¤(¤  
¤
  

¤
) 

¤(¤  
¤
  

¤
)))¡¦1( 

¤
  

¤
) =

=

((¡8(¡1 + )(2 + )(¡2 + 2)(4 + 52) + 42(¡2 + 2)2(4 + 52)+
+(¡1 + )(2 + )2(16 + (¡16 + (24 + (¡12 + (¡5 + ))))))

4(¡4+2)2(¡1+2)(4+52)
¡

¡

16 + 64 ¡ 4(¡2 + )(1 + )2(¡2 + ((¡3 + ))(¡4 + (¡8+
+3(¡1 + ))) + 22(¡2 + (¡3 + ))2(¡4+

+(¡12¡ 11 + 33)) + 2(56+ (¡72 + (¡107+
+(14 + (35 + 6(¡2 + ))))))

4(1+2)(4+(8+¡52))2
. This is

a convex function of  with two roots, b2 and 2. For 0    06519 we have
b2  2    2, which implies that the di¤erence is negative in the entire
interval (2 


). For 06519    06609, we have 2  b


2    2, which

implies that the di¤erence is negative for b2    , and it is positive for 2 
  b2 . For 0 6609    06626, we have 2    b2  2, which implies
that the di¤erence is positive in the entire interval (2 


). For   06626,

the previous interval is empty. Proposition 12 results from a straightforward
exercise of merging the three regions we have just described.
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Proof of Proposition 14
Proof. We start by solving the case of vertical separation for the case of two
downstream …rms. In the market stage, if the two downstream have accepted
the supply contract, …rm i (i=1,2) maximizes ( ¡ )( ). This leads to
the following equilibrium prices and pro…ts ¤ () = ¤ () =

¡1+¡
¡2+ ,

() = (¤ () ¡ )(¤ () 
¤
 ())   = 1 2  6= . If only

one downstream …rm (say …rm 1) have accepted the supply contract, …rm 1
maximizes (1 ¡ )(1 2) and …rms 2 maximizes (2 ¡ )(2 1). This

leads to the following equilibrium prices and pro…ts ¤1( ) =
¡+2¡2(1+)

¡4+2
,

¤2( ) =
¡2¡2++2¡

¡4+2 , ¦1( ) = (¤1( ) ¡ )(¤1( ) 
¤
2( )) and

¦2( ) = (
¤
2( )¡ )(¤2( ) 

¤
1( )). Given that the participation con-

straint is binding and that the upstream …rm always sells the input to both …rms,
it solves: max f2((¤1() 

¤
2())+2()¡¦2( )g. The solution to

this program results in ¤ = minf¤2 g, where ¤2 =
(2(¡2+2)+(¡2++2))

2(¡4+2(2+))

and ¤ = 2(
¤ ¤)¡¦2(¤ ).

Suppose that 0    minf  

g. In this region, both with vertical integra-

tion (and three downstream …rms) and vertical separation (and two downstream
…rms), the upstream …rm is constrained to set a restricted wholesale price equal
to c. The di¤erence between the pro…ts of the integrated …rm and the sum of
the pro…ts of the independent upstream …rms plus the pro…ts of downstream
…rm 1 with vertical separation can be written:
¦¤1() + 2(

¤
2(0  ) 

¤
1(0  ) 

¤
3(0  )) + 2(¦

¤
3()¡¦

¤
3 ( ))¡

2 ((¤1( ) 
¤
2( )))¡¦1( ) =

(8 + (20 + (¡10 + 4(¡1 + )(2 + 3)(¡4 + 3(¡2
+ + 2)) + (¡49 + (¡4 + (38 + 6 ¡ 92)))¡
¡22(20 + (38 + (¡34 + 5(¡11 + (4 + 3))))))))

(4(¡2+)(¡1+)(1+)(1+2)(2+3)2)
This is a concave func-

tion of  with two roots, 1 and 2. For 0    0825, we have 0    2 
1, which implies that this function is negative in the entire interval (0 ).
For 0825    08664, we have 0  2  minf  


g  1. which implies

that the function is negative in the interval (0 2) and positive in the interval
( 2minf


  


g). For 08664    1, we have 0    2  1, which

implies that the function is negative in the entire interval.
Suppose now that     minf  


g In this region, the integrated

…rm is constrained to set a restricted wholesale price equal to  with vertical
integration, whereas with vertical separation the upstream …rm sets the uncon-
strained royalty ¤2. The di¤erence between the pro…ts of the integrated …rm
and the sum of the pro…ts of the independent upstream …rms plus the pro…ts of
downstream …rm 1 with vertical separation can be written:
¦¤1() + 2(

¤
2(0  ) 

¤
1(0  ) 

¤
3(0  ))

+2(¦¤3()¡¦
¤
3( ))¡ 2 (

¤
2(

¤
1(

¤
2 

¤
2) 

¤
2(

¤
2 

¤
2))+

+¦1(
¤
2 

¤
2)¡¦1(

¤
2 ))¡¦1(

¤
2 ) =
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=

¡(((2 +  ¡ 3 + 2)2(¡16 + (¡16 + (20 + (20+
+(¡4¡ 3 + 3)))))¡ 4(¡1 + ) + 2(2 + 3)

(¡40 + (¡52 + (69 + (60 + (¡28 + 3(¡6 +  + 2))))))+
+22(64 + (192 + (112 + (¡224 + (¡552 + (¡168+
+(536 + (298 + (¡174 + 5(¡23 + (4 + 3))))))))))))

(4(¡2+)2(¡1+)(1+)(1+2)(2+3)2(¡4+2(2+)))) .This is

a concave function with two positive roots 1 and 2. When  2 (0 08250),
we have 0    2  minf  


g  1, which implies that the function

is negative for 0    2 and positive for 2    minf  

g. When

 2 (08250 08485) we have 2      1, which implies that the function
is positive in the entire interval     .

Suppose now that     . In this region, both with vertical separation
and vertical integration, the upstream …rm sets the unconstrained royalties ¤2
and ¤ . The di¤erence between the pro…ts of the integrated …rm and the sum
of the pro…ts of the independent upstream …rms plus the pro…ts of downstream
…rm 1 with vertical separation can be written:
¦¤1(

¤
 ) + 2

¤
(

¤
2(0 

¤
  

¤
 ) 

¤
1(0 

¤
  

¤
 ) 

¤
3(0 

¤
  

¤
 ))

+2(¦¤3(
¤
 )¡¦

¤
3(

¤
  ))¡ 2 (

¤
2(

¤
1(

¤
2 

¤
2) 

¤
2(

¤
2 

¤
2))+

+¦1(
¤
2 

¤
2)¡¦1(

¤
2 ))¡¦1(

¤
2 ) =

=

(¡1024 + (¡5120 + 42(¡4 + 2(2 + ))(¡32+
+(¡128 + (¡208 + (¡176 + (138+ (652 + (657+

+(251 + (¡6 + (¡126 + (¡109 + (¡19 + 6))))))))))))
¡4(2 + 3)(¡256 + (¡768 + (448 + (1 + )(1536+

+(496 + (¡2976 + (¡180 + (2452 + (¡310 + (¡790+
(363 + (79 + 3(¡39 + (¡1 + 2))))))))))))))+

+(¡8704 + (256 + (22016 + (23296 + (¡16096+
+(¡43104 + (¡15212 + (23540 + (27488 + (4721+

(¡10947 + (¡6316 + (490 + 9(97+
+3(7 + 2)))))))))))))))))

(4(1 + 2)(2 + 3)2(¡4 + 2)2(¡1 + 2)(¡4 + 2(2 + ))
(¡4 + (1 + )(¡8 + (¡3 + 10))))

For  2 (0 06936) this is a concave function with two roots, one is negative
and the other one is positive (1). We have that 0        1, which
implies that the function is positive in the entire interval (  


). Proposition

14 results from a straightforward exercise of merging the three regions we have
just described.
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Figure 1. Equilibrium entry-deterrent VI

�. ��



�

�

��
�(�)

���(�)

1

H-S

Figure 2. Comparing equilibrium entry-deterrent VI in 
Hunold and Schad (2023) and Fauli-Oller and Sandonis (2025)
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Entry-encouraging VI in 
equilibrium

Figure 3. Equilibrium entry-encouraging vertical integration
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Figure 4. Welfare effects of entry-encouraging vertical integration
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